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Abstract. This paper explores the connection between belief inference and game-theoretic equilibria within the context of graphical models. While a lot of the work in graphical models for game theory has mirrored that in probabilistic graphical models, the paper also considers the opposite direction: Taking advantage of recent advances in equilibrium computation for probabilistic inference. In particular, the paper presents formulations of inference problems in Markov random fields as computation of equilibria in a certain class of game-theoretic graphical models. To do so, the paper introduces graphical multihypermatrix games (GMGs), a new class of graphical models for game theory that generalize graphical and polymatrix games. It also introduces graphical versions of potential games, which play a key role in the formulations, and presents results derived from the study of their properties. Finally, the paper includes a study of correlated equilibria in GMGs and provides both a characterization of the equilibria in such games and the design of a simple linear feasibility system for computing the equilibria based on the extension of a standard approach within the probabilistic and constraint graphical models community.

1 Introduction

Most of the work in graphical games has borrowed heavily from analogies to probabilistic graphical models. The work of Kakade et al. [2003] established what may be the strongest connections today. However, over-reliance on those analogies and previous standard approaches to exact inference might have led the approach to face the same computational roadblocks that plagued most exact inference techniques.

As is common knowledge within the graphical models community, exact inference is tractable in probabilistic graphical models whose graphs have bounded treewidth. Except for a few special cases such as Ising models with planar graphs (see Istrail [2000] for a recent, reasonably comprehensive account of the computational literature in this area) the problem is for the most part considered intractable outside those confines [Cooper 1990, Shimony, 1994, Istrail [2000] Papadimitriou and Roughgarden [2005] appeared to start to cement the same state of affairs for graphical games when they showed the intractability of computing the “social-welfare” optimum correlated equilibria in arbitrary graphical games (see also Papadimitriou and Roughgarden [2008]). In short, everything seemed to point toward an eventual resignation that the approach of Kakade et al. [2003], along with any other approach to the problem for that matter, had hit the “bounded treewidth threshold wall.”
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Yet, within a year, Papadimitriou [2005] took what seems like a radically different approach to the problem, and surprised us with an efficient algorithm for computing correlated equilibria in not only graphical games, but also almost all known compactly representable games.

An immediate question that arises from this result is, what is so fundamentally different between the problem of exact inference in graphical models, or similar problems such as constraint satisfaction in constraint networks, and equilibrium computation that made this result possible in the context of graphical games? Of course, correlated equilibria, probabilistic inference and their variants are different problems, even within the same framework of graphical models. The question is, how different are they really?

It is well-known that pure strategy Nash equilibrium (PNE) is inherently a constraints satisfaction problem (CSP). It is also well-known that any CSP can be cast as a most-likely, or equivalently, a maximum a posteriori (MAP) assignment estimation problem in Markov random fields (MRFs). Through this connection, it is clear that there exists a MAP formulation of PNE. But what about other, more general forms of equilibria?

As presented here, equilibrium computation can be seen as a kind of local conditions for different approximations to belief inference. Similarly, some special games can be seen as defining an equivalent MRF whose “locally optimal” solutions correspond to arbitrary equilibria of the game. Hence, Papadimitrion’s result also opened up the possibility that at least new classes of problems in probabilistic graphical models could be solved exactly and efficiently. The question is, which classes?

On a related note, Papadimitriou’s algorithm is based on the ellipsoid method, an approach that, while provably efficient in theory, is often seen as less practical as other alternatives such as interior-point methods. This is in contrast to the simple linear programs that are possible for graphical games. Are there simpler and practically effective variants of Papadimitriou’s algorithm?

This work starts to address the questions above, and reports partial progress.

The preliminary section introduces basic notation, terminology and concepts from graphical models and game theory. It also introduces a further generalization of graphical games called graphical multi-hypermatrix games (GMGs). Then, a class of games called graphical potential games, a graphical version of classical potential games [Monderer and Shapley, 1996] in game theory, is introduced. Graphical potential games play a key role in establishing a stronger connection between probabilistic inference in MRFs and equilibria in games than previously noted. Several results characterizing such games are derived. The section ends with a discussion of other preliminary results that follow from the connection between games and inference, including the implication of convergence of certain kinds of “playing” processes in games based on connections to the Gibbs sampler [Geman and Geman, 1984] via the Hammersley-Clifford Theorem [Hammersley and Clifford, 1971] [Besag, 1974].

The presentation will then shift to showing a reduction of different problems in belief inference in MRFs as computing equilibria in a special class of graphical potential games called Gibbs potential games. The reductions presented here vary in generality from MAP assign-

---

1 Assuming a solution exists, of course; otherwise the resulting MRF is not well-defined.
ment, marginals and full-joint estimation to pure Nash equilibria (NE), mixed strategy NE
and correlated equilibria, respectively. The section ends by discussing a connection between [Papadimitriou's algorithm and the work of Jaakkola and Jordan [1997] on approximations
via mean-field mixtures to the problem of probabilistic inference in MRFs. Connections to
previous work in computer vision on the problem of relaxation labeling and recent work on
game-theoretic approaches to (Bayesian) statistical estimation are presented.

The last technical section proposes a simple linear feasibility system for computing cor-
related equilibria in GMGs. The approach applies to any GMG, and leads to guaranteed
polynomial-time algorithms in certain subclasses. The paper ends with some concluding re-
marks on the potential for cross-fertilization between the game theory and graphical models
community.

2 Preliminaries

This section introduces basic notation and concepts in graphical models and game theory
used throughout the paper. It also includes brief statements on current state-of-the-art math-
ematical and computational results in the area.

Basic Notation. Denote by \( x \equiv (x_1, x_2, \ldots, x_n) \) an \( n \)-dimensional vector and by \( x_{-i} \equiv (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \) the same vector without component \( i \). Similarly, for every set \( S \subseteq \{1, \ldots, n\} \), denote by \( x_S \equiv (x_i : i \in S) \) the (sub-)vector formed from \( x \) using
only components in \( S \), such that, letting \( S^c \equiv \{n\} - S \) denote the complement of \( S \), we can
denote \( x \equiv (x_S, x_{S^c}) \equiv (x_i, x_{-i}) \) for every \( i \). If \( A_1, \ldots, A_n \) are sets, denote by \( A \equiv \times_{i \in [n]} A_i \),
\( A_{-i} \equiv \times_{j \in [n] - \{i\}} A_j \) and \( A_S \equiv \times_{j \in S} A_j \).

Graph Terminology and Notation. Let \( G = (V, E) \) be an undirected graph, with finite set
of \( n \) vertices or nodes \( V = \{1, \ldots, n\} \) and a set of (undirected) edges \( E \). For each node
\( i \), let \( \mathcal{N}(i) \equiv \{j \mid (i, j) \in E\} \) be the set of neighbors of \( i \) in \( G \), not including \( i \), and
\( \mathcal{N}(i) \equiv \mathcal{N}(i) \cup \{i\} \) the set including \( i \). A clique \( C \) of \( G \) is a set of nodes with the property
that they are all mutually connected: for all \( i, j \in C \), \( (i, j) \in E \); in addition, \( C \) is maximal
if there is no other node \( k \) outside \( C \) that is also connected to each node in \( C \), i.e., for all
\( k \in V - C \), \( (k, i) \notin E \) for some \( i \in C \).

Another useful concept in the context of this paper is that of hypergraphs, which are
generalizations of regular graphs. A hypergraph graph \( G = (V, \mathcal{E}) \) is defined by a set of nodes
\( V \) and a set of hyperedges \( \mathcal{E} \subseteq 2^V \). We can think of the hyperedges as cliques in a regular
graph. Indeed, the primal graph of the hypergraph is the graph induced by the node set \( V \)
and where there is an edge between two nodes if they both belong to the same hyperedge; in
other words, the primal graph is the graph induced by taking each hyperedge and forming
cliques of nodes in a regular graph.

Given a directed graph \( G^d = (V, E^d) \), denote by \( \text{Pa}(i) \equiv \{j \in V \mid (j, i) \in E^d\} \) the set of
parents of node \( i \) in the graph (i.e., the set of nodes from which there exists an arc pointing
to node \( i \) in the graph). A directed acyclic graph (DAG) has no directed cycles (i.e., no directed
path, or sequence of edges, \((i_0, i_1), (i_1, i_2), \ldots, (i_{l-1}, i_l) \in E^d \) of any length \( l > 0 \), such that
\(i_0 = i_j\). For each node \(i\) in a DAG, denote by \(\text{Nd}(i)\) the set of non-descendants of a node \(i\), i.e., the set of nodes not reachable by following a directed path starting from \(i\).

### 2.1 Graphical Models

Graphical models are an elegant marriage of statistics and graph theory that has had tremendous impact in the theory and practice of modern statistics. It has permitted effective modeling of large, structured high-dimensional complex systems found in the real world. The language of graphical models allows us to capture the probabilistic structure of complex interactions between individual entities in the system. The core component of the model is a graph in which each node \(i\) corresponds to a random variable \(X_i\) and the edges express conditional independence assumptions about those random variables in the probabilistic system.

**Markov Random Fields, Gibbs Distributions and the Hammersley-Clifford Theorem**

A joint probability distribution \(P\) is called a Markov random field (MRF) with respect to an undirected graph \(G\) if for all \(x\), for every node \(i\), \(P(X_i = x_i \mid X_{-i} = x_{-i}) = P(X_i = x_i \mid X_{\text{Nd}(i)} = x_{\text{Nd}(i)})\). In that case, the neighbors/variables \(X_{\text{Nd}(i)}\) form the Markov blanket of node/variable \(X_i\).

A joint distribution \(P\) is called a Gibbs distribution with respect to a undirected graph \(G\) if it can be expressed as \(P(X = x) = \prod_{C \in \mathcal{C}} \Phi_C(x_C)\) for some functions \(\Phi_C\) indexed by a clique \(C \in \mathcal{C}\), the set of all (maximal) cliques in \(G\), and mapping every possible value \(x_C\) that the random variables \(X_c\) associated with the nodes in \(C\) can take to a non-negative number.

Let us say that a joint probability distribution \(P\) is positive if it has full support (i.e., \(P(x) > 0\) for all \(x\)).

**Theorem 1. [Hammersley-Clifford]** Let \(P\) be a positive joint probability distribution. Then, \(P\) is an MRF with respect to \(G\) if and only if \(P\) is a Gibbs distribution with respect to \(G\).

In the context of the theorem, the functions \(\Phi_C\) are positive, which allows us to define MRFs in terms of local potential functions \(\{\phi_C\}\) over each clique \(C\) in the graph. Define the function \(\Psi(x) \equiv \sum_{C \in \mathcal{C}} \phi_C(x_C)\). Let us refer to any function of this form as a Gibbs potential with respect to \(G\). A more familiar expression of an MRF is \(P(X = x) \propto \exp(\sum_{C \in \mathcal{C}} \phi_C(x_C)) = \exp(\Psi(x))\).

**Probabilistic Hypergraphical Models**

Let us introduce a class of graphical models better suited to the context of this paper. In particular, it provides finer grain representations and facilitates more accurate characterizations of structural and computational properties of the models, problems and solutions considered here.\(^2\)
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\(^2\) This model can be represented as a probabilistic instantiation of a factor graph \[^{[Kschischang et al., 2001]}\]. Factor graphs provide a extremely general framework in which one can represent at a finer level of detail almost any
Definition 1. Let us say that a joint probability distribution \( P \) is Gibbs with respect to hypergraph \( \mathcal{G} = (V, \mathcal{E}) \) if it can be expressed as \( P(X = x) = \prod_{C \in \mathcal{E}} \Phi_C(x_C) \) for some functions \( \Phi_C \) indexed by a hyperedge \( C \in \mathcal{E} \), as before.

It is not hard to see that a Gibbs distribution with respect to hypergraph \( \mathcal{G} \) is still an MRF with respect to the primal graph of \( \mathcal{G} \), assuming the conditionals are well-defined. Similarly, a positive MRF with graph \( G \) is a Gibbs distribution with respect to a hypergraph with hyperedges being the maximal cliques of \( G \).

Directed Graphical Models: Bayesian Networks The concept of directed graphical models is relevant to the last section of the paper (Section 5), which presents simple linear programs for computing correlated equilibria in a game-theoretic graphical model. In particular, the resulting equilibria is representable as a Bayesian network, which provides efficient implementation of the equilibria.

A joint probability distribution is a Bayesian network (BN) with respect to a directed acyclic graph (DAG) \( G^d = (V, E^d) \) if for all \( x \), and every node \( i \in V \), we have

\[
P(X = x) = \prod_{i=1}^{n} P(X_i = x_i \mid X_{Pa(i)} = x_{Pa(i)}) .
\]

When all the random variables are finite, each factor \( P(X_i = x_i \mid X_{Pa(i)} = x_{Pa(i)}) \) is called the conditional probability table (CPT) of node \( i \).

Thus, a BN is a Gibbs distribution with respect to a hypergraph \( \mathcal{G} \) with one hyperedge \( Pa(i) \cup \{i\} \) for each node \( i \in V \). The primal graph of \( \mathcal{G} \) is called the moralized graph of directed graph \( G^d \) (i.e., an undirected graph that results from “marrying” or connecting every set of parents of every node and removing the directionality of the arcs in \( G^d \)). The implicit conditional independence assumption in a BN is that, for every node \( i \in V \), the random variable corresponding to \( i \) is conditionally independent of the variables corresponding to its non-descendants \( Nd(i) \) in the graph, given the values of its parents \( Pa(i) \) (i.e., for all \( x_i, x_{Pa(i)}, x_{Nd(i)} \), we have \( P(X_i = x_i \mid X_{Pa(i)} = x_{Pa(i)}, X_{Nd(i)} = x_{Nd(i)}) = P(X_i = x_i \mid X_{Pa(i)} = x_{Pa(i)}) \)).

One important property of the BN representation is that, in contrast to arbitrary MRFs, no normalization is needed. This permits efficient exact sampling or stochastic simulation from any BN-represented distribution via a simple, well-known process. In particular, if
One problem of interest in an MRF is the marginals of $P$ given that directed graphical models such as Bayesian networks are still related to Gibbs distributions and thus can be seen as a special type of undirected graphical models (i.e., a BN is a MRF with respect to the moralized graph of the BN, assuming that the conditional probabilities are well-defined, of course).

Some Inference-Related Problems in MRFs One problem of interest in an MRF is to compute a most likely assignment $x^* \in \arg \max_x P(X = x) = \arg \max_x \sum_{c \in C} \phi_c(x_c)$; that is, the most likely outcome with respect to the MRF $P$. Another problem is to compute the individual marginal probabilities $P(X_i = x_i) = \sum_{x_{-i}} P(X_i = x_i, X_{-i} = x_{-i}) \propto \sum_{x_{-i}} \exp(\sum_{c \in C} \phi_c(x_c))$ for each variable $X_i$. A related problem is to compute the normalizing constant $Z = \sum_{x} \exp(\sum_{c \in C} \phi_c(x_c))$ (also known as the partition function of the MRF).

Another set of problems concern so called “belief updating.” That is, computing information related to the posterior probability distribution $P'$ having observed the outcome of some of the variables, also known as the evidence. Let $S \subset [n]$ be a set of indexes to the evidence variables and $e_S = (e_j : j \in S)$ be the vector of observed values such that for all $j \in S$, $e_j$ is the observed value of evidence variable $X_j$. Let $G' = (V', E')$ be the same graph $G = (V, E)$ of the MRF $P$, except that all the vertices/nodes corresponding to variables in $S$, as well as any edge connected to them, removed (i.e., $V' = V - S$ and $E' = \{(i, j) \in E | j \notin S\}$). It turns out that $P'$ is also an MRF with respect to $G'$. Hence, the corresponding a posteriori problems are equivalent to the a priori problems described above, but on a different MRF. That is, the maximum a posteriori (MAP) assignment of $P$ given $X_S = e_S$ is the most likely assignment of MRF $P'$. The posterior marginals $P(X_i = x_i | X_S = e_S)$ for each $i$ are the marginals of $P'(X_i = x_i)$. Computing the probability of the evidence $P(X_S = e_S)$ is

---

5 To see this, let $C_S \equiv \{C \in C \mid C \subset S\}$, $C_V \equiv \{C \in C \mid C \subset V\}$ and $C_{N(S)} \equiv C - (C_S \cup C_V) = \{C \in C \mid C - S \neq \emptyset, C \cap S \neq \emptyset\}$ form a partition of $C$ such that each set contains the cliques that are subsets of $S$, subsets of $V$ and have elements both in $S$ and $V$, respectively. Let $C_{N(S)} \equiv \{C - S \mid C \in C_{N(S)}\}$ and $C' \equiv C_V \cup C_{N(S)}$. In addition, for each $C' \in C_V$, let $\phi_{C'}(x_{C'}) \equiv \phi_{C'}(x_C')$ and for each $C' \in C_{N(S)}$, let $\phi_{C'}(x_{C'}) \equiv \sum_{C \in C'_{N(S)}} \phi_{C}(x_C', e_{C-C'})$. 

6
related to computing the normalizing constant of \( P \), which in turn is related to computing the normalizing constant \( Z' = \sum_{x_{V'}} \exp(\sum_{C' \in C'} \phi_{C'}(x_{C'})) \) of \( P' \).\(^6\)

As a result of this “equivalence,” the ensuing presentation refers to the problem of computing the most-likely assignment and individual marginals as the MAP and belief inference problems, respectively.

**Brief Overview of Computational Results in Probabilistic Graphical Models** Both the exact and approximate versions of most inference-related problems in MRFs are in general intractable (e.g., NP-hard), although polynomial time algorithms do exist for some special cases (see [Istrail][1900] and the references therein). The complexity of exact algorithms is usually characterized by structural properties of the graph, and the typical statement is that running times are polynomial only for graphs with bounded treewidth (see, e.g., [Russell and Norvig][2003] for more information). Several deterministic and randomize approximation approaches exist (see, e.g., [Jordan et al.][1999], [Jaakkola][2000], [Geman and Geman][1984]).

### 2.2 Game Theory

Game theory [von Neumann and Morgenstern][1947] provides a mathematical model of the stable behavior (or outcome) that may result from the interaction of rational individuals.

---

Then, we have

\[
P'(X_{V'} = x_{V'}) \equiv P(X_{V'} = x_{V'}, X_S = e_S) \\
\propto P(X_{V'} = x_{V'}, X_S = e_S) \\
\propto \exp(\sum_{C \in C_S} \phi_C(e_C)) \times \\
\exp(\sum_{C \in C_N(S)} \phi_C(x_{C-S}, e_{C \cap S})) \times \exp(\sum_{C \in C_{V'}} \phi_C(x_{C})) \\
\propto \exp(\sum_{C \in C_N(S)} \phi_C(x_{C-S}, e_{C \cap S})) \times \exp(\sum_{C \in C_{V'}} \phi_C(x_{C})) \\
= \exp(\sum_{C' \in C'_{N(S)}} \sum_{C \in C_N(S)} \phi_C(x_{C', C-S}) \phi_C(x_{C'})) \times \\
\exp(\sum_{C' \in C'_{V'}} \phi_C(x_{C'})) \\
= \exp(\sum_{C' \in C'_{V'}} \phi_C(x_{C'})) \times \exp(\sum_{C' \in C'_{V'}} \phi_C(x_{C'})) \\
= \exp(\sum_{C' \in C'_{V'}} \phi_C(x_{C'})).
\]

---

\(^6\) This is because, using some steps from the last derivation (for \( P' \)),

\[
P(X_S = e_S) = \sum_{x_{V'}} P(X_{V'} = x_{V'}, X_S = e_S) \\
= \sum_{x_{V'}} P(X_{V'} = x_{V'}, X_S = e_S) \\
= \frac{1}{Z} \exp(\sum_{C \in C_S} \phi_C(e_C)) \times \\
\sum_{x_{V'}} \exp(\sum_{C \in C_N(S)} \phi_C(x_{C-S}, e_{C \cap S})) \times \exp(\sum_{C \in C_{V'}} \phi_C(x_{C})) \\
= \frac{1}{Z} \exp(\sum_{C \in C_S} \phi_C(e_C)) \times \sum_{x_{V'}} \exp(\sum_{C' \in C'_{V'}} \phi_C(x_{C'})) \\
= \frac{Z'}{Z} \exp(\sum_{C \in C_S} \phi_C(e_C)).
\]
The paper concentrates in noncooperative settings: individuals maximize their own utility, act independently and do not have (direct) control over the behavior of others.\footnote{Individual rationality here means that each player seeks to maximize their own utility. Also note that, while many parlor “win-lose”/zero-sum games involve competition, in general, noncooperative ≠ competitive: each player just wants to do the best for himself, regardless of how useful or harmful his behavior is to others.}

The concept of equilibrium is central to game theory. Roughly, an equilibrium in a noncooperative game is a point of strategic stance, where no individual player can gain by unilaterally deviating from the equilibrium behavior.

Games and their Representation Let $V = [n]$ denote a finite set of $n$ players in a game. For each player $i \in V$, let $A_i$ denote the set of actions or pure strategies that $i$ can play. Let $A \equiv \times_{i \in V} A_i$ denote the set of joint actions, $x \equiv (x_1, \ldots, x_n) \in A$ denote a joint action, and $x_i$ the individual action of player $i$ in $x$. Denote by $x_{-i} \equiv (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$ the joint action of all the players except $i$, such that $x \equiv (x_i, x_{-i})$. Let $M_i : A \rightarrow \mathbb{R}$ denote the payoff/utility function of player $i$. If the $A_i$'s are finite, then $M_i$ is called the payoff matrix of player $i$. Games represented this way are called normal- or strategic-form games.

There are a variety of compact representations for large game inspired by probabilistic graphical models in AI and machine learning \cite{LaMura:2000,Kearns:2001,Koller:2009,Milch:2003,Leyton-Brown:2003,Jiang:2008}. The results of this paper are presented in the context of the following generalization of graphical games \cite{Kearns:2001}, a simple but powerful model inspired by probabilistic graphical models such as MRF’s.\footnote{Connections have already been established between the different kinds of compact representations \cite{Jiang:2008,Leyton-Brown:2008}, which may facilitate extensions of ideas, frameworks and results to those alternative models.}

**Definition 2.** A graphical multi-hypermatrix game (GMG) is defined by

- a directed graph $G = (V, E)$ in which there is a node $i \in V$ in $G$ for each of the $n$ players in the game (i.e., $|V| = n$), and the set of directed edges, or arcs, $E$ defines a set of neighbors $N(i) \equiv \{j \mid (j, i) \in E, i \neq j\}$ whose action affect the payoff function of $i$ (i.e., $j$ is a neighbor of $i$ if and only if there is an arc from $j$ to $i$); and
- for each player $i \in V$,
  - a set of actions $A_i$,
  - a hypergraph where the vertex set is its (inclusive) neighborhood $N(i) \equiv N(i) \cup \{i\}$ and the hyperedge set is a set of cliques of players $C_i \subset 2^{N(i)}$, and
  - a set $\{M_{i,C} : A_C \rightarrow \mathbb{R} \mid C \in C_i\}$ of local-clique payoff (hyper)matrices.

The interpretation of a GMG is that, for each player $i$, the local and global payoff (hyper)matrices $M_{i,C} : A_{N(i)} \rightarrow \mathbb{R}$ and $M_i : A \rightarrow \mathbb{R}$ of $i$ are (implicitly) defined as $M_i(x_{N(i)}) \equiv \sum_{C \in C_i} M_{i,C}(x_C)$ and $M_i(x) \equiv M_i(x_{N(i)})$, respectively.

If for each player, each clique set is a singleton, we obtain a directed graphical game, and the single clique in the set defines the neighborhood of the player (i.e., in that case, $C_i = \{N(i)\}$ for all $i$). If, in addition, the graph $G$ is undirected then we obtain the original undirected version of graphical game due to \cite{Kearns:2001}. Furthermore, if, in addition, each clique
is the complete set of players, then the game is a standard normal-form game (also called strategic- or matrix-form game) (i.e., in that case, \(N(i) = V\) for all \(i\)). A hypergraphical game is a GMG with the property that if, for all \(i\) and \(j \in N(i)\), we have that for all \(C \in \mathcal{C}_i\), if \(i, j \in C\) then \(C \in \mathcal{C}_j\). That is, in contrast to hypergraphical games, for example, a GMG does not require that the same “sub-game” be shared among all players in the clique of the “sub-game.” In fact, a local-clique payoff hypermatrix involving several players may appear in the summation defining the local payoff hypermatrix of exactly one player. 

A polymatrix game is a hypergraphical game in which all the hyperedge sets are the same and equal to \(\{i, j\} \mid i, j \in V, j \neq i\), which is the set of cliques of pairs of nodes involving the player and every other player. If, instead, the hyperedge set of each player is some (possibly different) subset of \(\{i, j\} \mid j \in V, j \neq i\), then let us call the game a graphical polymatrix game. Finally, let us say that a hypergraphical game is hyperedge-symmetric if, in addition, for every hyperedge \(C\) containing players \(i, j\) in the game, we have that \(M'_{i,C} = M'_{j,C} = M'_C\); if, in particular, the hypergraphical game is a graphical polymatrix game, then let us say that the game is pairwise-symmetric.

The representation size of a GMG is \(O(\sum_{i \in V} \sum_{C \in \mathcal{C}_i} \prod_{j \in C} |A_j|)\). Hence, the size is dominated by the representation of the local-clique payoff matrices, which are each of size exponential in their respective clique size. However, this representation size could be considerably smaller than for a graphical game, which is exponential in the neighborhood size. Local-clique symmetric GMGs afford even further savings in representation size because we would only need a global set of hyperedges, along with their corresponding hypermatrices.

A special subclass of GMGs was used by Yu and Berthod [1995] to establish an equivalence between local maximum-a-posteriori (MAP) inference in Markov random fields and Nash equilibria of the game, a topic revisited in Section 4.1.

**Equilibria as Solution Concepts.** Equilibria is considered the solutions of a game. Various notions of equilibria exist. A pure strategy (Nash) equilibrium (PNE) of a game is a joint action \(x^*\) such that for all players \(i\), and for all actions \(x_i\), \(M_i(x^*_i, x^*_{-i}) \geq M_i(x_i, x^*_{-i})\). That is, no player can improve its payoff by unilaterally deviating from its prescribed equilibrium \(x^*_i\), assuming the others stick to their actions \(x^*_{-i}\). Some games, like Prisoner’s Dilemma, have PNE; many others, like Rock-Paper-Scissors, do not. This is problematic because it will not be possible to “solve” some games using PNE.

A mixed-strategy of player \(i\) is a probability distribution \(Q_i\) over \(A_i\) such that \(Q(x_i)\) is the probability that \(i\) chooses to play action \(x_i\). A joint mixed-strategy is a joint probability
distribution $Q$ capturing the players behavior, such that $Q(x)$ is the probability that joint action $x$ is played, or in other words, each player $i$ plays action in component $x_i$ of $x$. Because we are assuming that the players play independently, $Q$ is a product distribution: $Q(x) = \prod_i Q_i(x_i)$. Denote by $Q_{-i}(x_{-i}) \equiv \prod_{j \neq i} Q_j(x_j)$ the joint mixed strategies of all the players except $i$. The expected payoff of a player $i$ when some joint mixed-strategy $Q$ is played is $\sum_{x} Q(x)M_i(x)$; abusing notation, denote it by $M_i(Q)$. The conditional expected payoff of a player $i$ given that he plays action $x_i$ is $\sum_{x_{-i}} Q_{-i}(x_{-i})M_i(x_i, x_{-i})$; abusing notation again, denote it by $M_i(x_i, Q_{-i})$.

A Nash equilibrium (NE) is a joint mixed-strategy $Q^*$ that is a product distribution formed by the individual players mixed strategies $Q^*_i$ such that, for all players $i$, and any other alternative mixed strategy $Q'_i$ for his play, $M_i(Q^*_i, Q^*_{-i}) \geq M_i(Q'_i, Q^*_{-i})$. Every game in normal-form has at least one such equilibrium [Nash, 1950, 1951]. Thus, every game has a NE “solution.”

One relaxation of NE considers the case where the amount of gain each player can obtain from unilateral deviation is very small. This concept is particularly useful to study approximation versions of the computational problem. Given $\epsilon \geq 0$, an (approximate) $\epsilon$-Nash equilibrium (NE) is defined as above, except that the expected gain condition becomes $M_i(Q^*_i, Q^*_{-i}) \geq M_i(Q'_i, Q^*_{-i}) - \epsilon$.

Several refinements and generalizations of NE have been proposed. One of the most interesting generalizations is that of a correlated equilibrium (CE) [Aumann, 1974]. In contrast to NE, a CE can be a full joint distribution, and thus characterize more complex joint-action behavior by players. Formally, a correlated equilibrium (CE) is a joint probability distribution $Q$ over $A$ such that, for all players $i$, $x_i, x'_i \in A_i$, $x_i \neq x'_i$, and $Q(x_i) > 0$, $\sum_{x_{-i}} Q(x_{-i}|x_i)M_i(x_i, x_{-i}) \geq \sum_{x_{-i}} Q(x_{-i}|x'_i)M_i(x'_i, x_{-i})$, where $Q(x_i) \equiv \sum_{x_{-i}} Q(x_i, x_{-i})$ is the (marginal) probability that player $i$ will play $x_i$ according to $Q$ and $Q(x_{-i}|x_i) \equiv Q(x_i, x_{-i})/\sum_{x'_i} Q(x'_i, x_{-i})$ is the conditional given $x_i$. An NE is a product distribution CE. An equivalent expression of the CE condition above is

$$\sum_{x_{-i}} Q(x_{i}, x_{-i})M_i(x_{i}, x_{-i}) \geq \sum_{x_{-i}} Q(x_{i}, x_{-i})M_i(x'_i, x_{-i}).$$

As was the case for NE, we can relaxed the condition of deviation to account for potential gains from small deviation. Given $\epsilon > 0$, An (approximate) $\epsilon$-CE is defined by replacing the last condition with $\sum_{x_{-i}} Q(x_{i}, x_{-i})M_i(x_{i}, x_{-i}) \geq \sum_{x_{-i}} Q(x_{i}, x_{-i})M_i(x'_i, x_{-i}) - \epsilon$.

CE have several conceptual and computational advantages over NE. For instance, better expected payoffs may be achievable by all players; some “natural” forms of play are guaranteed to converge to it [Foster and Vohra, 1997, 1999; Fudenberg and Levine, 1999; Hart and Mas-Colell, 2000, 2003, 2005]; and it is consistent with a Bayesian framework [Aumann, 1987], something not yet possible, and apparently unlikely for NE [Hart and Mansour, 2007].

---

12 Note that approximate CE is usually defined based on this unconditional version of the CE conditions [Hart and Mas-Colell, 2000].

13 The distinction between installing a traffic light at an intersection and leaving the intersection without one is a real-world example of this.
Brief Overview of Results in Computational Game Theory

There has been an explosion of computational results on different equilibrium concepts on a variety of game representations and settings over the last few years. The following is a brief summary. The reader is referred to a recent book by [Nisan et al., 2007] for a (partial) introduction to this quickly growing research area.

The problem for two-player zero-sum games, where the sum of the entries of both matrix is zero, and therefore only one matrix is needed to represent the game, can be solved in polynomial time: It is equivalent to linear programming [von Neumann and Morgenstern, 1947; Szép and Forgoó, 1985; Karlin, 1959]. After being open for over 50 years, the problems of the complexity of computing NE in games was finally settled recently, following a very rapid sequence of results in the last part of 2005 [Goldberg and Papadimitriou, 2005; Daskalakis et al., 2005; Daskalakis and Papadimitriou, 2005; Daskalakis et al., 2009b; Chen and Deng, 2005b]: Computing NE is likely to be hard in the worst case (i.e., PPAD-complete [Papadimitriou, 1994]), even in games with only two players [Chen and Deng, 2005a, 2006; Chen et al., 2009; Daskalakis et al., 2009a,b]. The result of Fabrikant et al. [2004] suggests that computing PNE in succinctly representable games is also likely to be intractable in the worst case (i.e., PLS-complete [Johnson et al., 1988]). A common statement is that computing NE with “special properties” is hard in the worst case [Gilboa and Zemel, 1989; Gottlob et al., 2003; Conitzer and Sandholm, 2008]. Computing approximate NE is also thought to be hard in the worst case [Chen et al., 2006, 2009].

Most current results for computing exact and approximate NE in graphical games essentially mirror those for MRFs and constraint networks: polynomial time for bounded treewidth graph; intractable in general [Kearns et al., 2001; Gottlob et al., 2003; Daskalakis and Papadimitriou, 2006]. This is unsurprising because they were mostly inspired by analogous version in probabilistic graphical models and constraint networks in AI, and therefore share similar characteristics. Several heuristics exists for dealing with general graphs [Vickrey and Koller, 2002; Ortiz and Kearns, 2002; Daskalakis and Papadimitriou, 2006].

Computing CE on the other hand can be done in polynomial time, both for normal-form games (where the problem reduces to a simple linear feasibility problem) and, as described in the introduction, somewhat surprisingly, even most succinctly representable games known today [Papadimitriou, 2005], including graphical games.

3 Graphical Potential Games

Let us start by introducing a class of games that play a key role in the work presented in the next section. Some structural properties and characterizations of such games are presented. Previous work in probabilistic graphical models facilitate the derivations of the results presented here. Thus, this section serves as a preamble to our pursuit of a stronger connection between inference and equilibria, whose discussion begin in the next section.

Definition 3. Consider a graph $G$ with (non-inclusive) neighbor sets $\mathcal{N}(i)$ for each payer $i$. For any graphical game with graph $G$, and for each player $i$, consider some function $f_i: \mathbb{R} \times A_{\mathcal{N}(i)} \rightarrow \mathbb{R}$. Let us say that the function $f_i$ is a (conditional) preference-order-preserving
transform for player $i$ if $f_i(v, x_{N(i)})$ is a (strictly) monotonically increasing function of $v$ for every $x_{N(i)} \in A_{N(i)}$.\footnote{Such transforms were considered in \cite{MondererShapley96} in the context of (variants of) fictitious play.} Let us call the transform (unconditionally) linear with respect to some positive weight $w_i$ if it takes the form $f_i(v, x_{N(i)}) = w_i v$. Let us denote by $f_i^{-1}$ the corresponding (conditional) inverse function of $f_i$; that is, $f_i^{-1} : \mathbb{R} \times A_{N(i)} \rightarrow \mathbb{R}$ such that for all $v \in \mathbb{R}$ and $x_{N(i)} \in A_{N(i)}$, we have $f_i^{-1}(f_i(v, x_{N(i)}), x_{N(i)}) = v$. Denote by $f \equiv \{f_i\}$ and $f^{-1} \equiv \{f_i^{-1}\}$ the set of preference-order-preserving transforms $f_i$ and their inverses, respectively, one for each player $i$. Let us say that a function $\Psi$ is a $f$-transformed potential for a graphical game with neighbor sets $\{N(i)\}$ and local payoff matrices $\{M'_i\}$ if for all $i$, $x_{N(i)}$, and $x_i, x'_i$,

$$M'_i(x_i, x_{N(i)}) - M'_i(x'_i, x_{N(i)}) = f_i(\Psi(x_i, x_{-i}) - \Psi(x'_i, x_{-i}), x_{N(i)}) .$$

Let us call a graphical game with a $f$-transformed potential a graphical $f$-transformed potential game.

We can generalize the terminology of \cite{MondererShapley96} to graphical games. Let $w$ be a positive weight vector. If the transformed $f_i$ of each player $i$ is (unconditionally) linear with weight $w_i$, then $\Psi$ is called a \textit{(weighted) $w$-potential} for the game. If $w_i = 1$ for all $i$, then $\Psi$ is called an \textit{(exact) potential}. Finally, let us say that $\Psi$ is an \textit{ordinal potential} for a graphical game with neighbor sets $\{N(i)\}$ and local payoff matrices $\{M'_i\}$ if it satisfy the following condition:

$$M'_i(x_i, x_{N(i)}) - M'_i(x'_i, x_{N(i)}) > 0 \text{ if and only if } \Psi(x_i, x_{-i}) - \Psi(x'_i, x_{-i}) > 0$$

for all $i, x_i, x'_i$ and $x_{N(i)}$. Let us refer to a graphical game with a \textit{(weighted) $w$-potential, (exact) potential and ordinal potential} as a graphical \textit{(weighted) $w$-potential, (exact) potential or ordinal potential game}, respectively.

It is not hard to see that \textit{sequential best-response} dynamics, a process in which, at each time step, each player observes the action $x_{-i}$ of others and take an action that maximizes its payoff given that the others played $x_{-i}$, always converges to a PNE in potential games. Hence, potential games always have PNE, in contrast to arbitrary games.

### 3.1 Characterizing Graphical Potential Games

The following theorem characterizes graphical $f$-transformed potential games: the potential function is the sum of local potential functions over each (maximal) clique in the game graph.

**Theorem 2.** Every potential of a graphical transformed potential game with graph $G$ is a Gibbs potential with respect to $G$.

**Proof.** The proof is based on an application of the Hammersley-Clifford theorem (Theorem \ref{thm:hammersley-clifford}). Let $\Psi$ be the $f$-transformed potential of the graphical game. Define $P$ as a joint probability distribution such that $P(X = x) \propto \exp(\Psi(x))$ for all $x$. (Thus, $P$ is positive.)
The following derivation shows that $P$ is an MRF with respect to the game graph $G$: for all $i, x_i, x_{-i}$,

$$P(X_i = x_i \mid X_{-i} = x_{-i}) = \frac{\exp(\Psi(x_i, x_{-i}))}{\sum_{x_i} \exp(\Psi(x'_i, x_{-i}))}$$

$$= \frac{1}{\sum_{x_i} \exp(\Psi(x'_i, x_{-i}) - \Psi(x_i, x_{-i}))}$$

$$= \frac{1}{\sum_{x_i} \exp(f_i^{-1}(M'_i(x'_i, x_{N(i)}) - M'_i(x_i, x_{N(i)}), x_{N(i)}))}.$$

Hence, by the Hammersley-Clifford theorem (Theorem 1), $P$ is also a Gibbs distribution with respect to the graph $G$ of the game. In particular, let $\mathcal{C}$ be the set of (maximal) cliques of $G$. There exist a local potential function $\phi'_C$ for each (maximal) clique $C \in \mathcal{C}$ defining a global potential function $\Psi'$ as $\Psi'(x) = \sum_{C \in \mathcal{C}} \phi'_C(x_C)$ such that $P(X = x) \propto \exp(\Psi'(x))$. Let $Z = \sum_x \exp(\Psi(x))$ and $Z' = \sum_x \exp(\Psi'(x))$ be the normalizing constant when expressing $P$ in terms of $\Psi$ and $\Psi'$, respectively, denote by $c \equiv \ln(Z/Z')$, a constant. Then we have that for all $x$, $\Psi(x) = \Psi'(x) + c$. Defining local potential for $\Psi$ as, for example, $\phi_C(x_C) = \phi'_C(x) + c/|\mathcal{C}|$ completes the proof.

In view of the strong equivalence established by the last theorem, let us refer to a graphical transformed potential game as a transformed Gibbs potential game (with the same graph); and similarly for weighted and exact potentials. As of yet, it is unclear to me whether every graphical ordinal potential game has a (equivalent) ordinal Gibbs potential. So, let us define an ordinal Gibbs potential game as a graphical game that has a Gibbs potential with respect to the graph of the game.

The following definitions are useful to present the main corollary of the last theorem.

**Definition 4.** Given a $n$-dimensional positive weight vector $w$, let us say that a game with payoff matrices $\{M'_i\}$ is $w$-scaled payoff-difference equivalent to another game with the same players and payoff matrices $\{M''_i\}$ if for all $i, x_{-i}, x_i, x'_i$, we have that $M'_i(x_i, x_{-i}) - M'_i(x'_i, x_{-i}) = w_i(M''_i(x_i, x_{-i}) - M''_i(x'_i, x_{-i}))$. If $w$ is the unit vector then let us simply say that the game is payoff-difference equivalent to the other.

Note that in any two ($w$-scaled) payoff-difference-equivalent games, every player achieves exactly the same ($w$-scaled) expected regrets with respect to any (fixed, possibly correlated) joint-mixed strategy. Thus any two such games have the same correlated equilibria.

**Definition 5.** Let us say that a graph has totally disconnected (open) neighborhoods if for every node of the graph, every subgraph induced by the neighbors of the node is the empty graph; in other words, there is no edge connecting any pair of neighbors of any node in the graph (i.e., formally, if $E$ is the edge set, then for all $i$ and $j, k \in \mathcal{N}(i), j \neq k$, we have $(j, k) \notin E$).

Some simple examples of graphs with totally disconnected neighborhoods are trees, cycles and grids.
Corollary 1. Any \( w \)-weighted Gibbs potential game with graph \( G \) and potential \( \Psi \) is \( w \)-scaled payoff-difference equivalent to a hyperedge-symmetric hypergraphical game in which each hyperedge is a (maximal) clique \( C \) in \( G \) and has as corresponding hypermatrix the local potential associated to \( C \) in \( \Psi \). If, in addition, \( G \) has totally disconnected neighborhoods then the equivalence is to pairwise-symmetric graphical polymatrix games.

Proof. The proof follows from the last theorem by applying the respective definitions. For the last statement of the theorem, in particular, note that the maximal cliques of a graph with disconnected neighborhoods are exactly the edges of the graph. Hence, each local potential is pairwise in that case, and the payoff difference is the sum of differences of local pairwise potentials, as is the case in any graphical polymatrix games, by definition.

It is important to note the implication of the last corollary. In general, there does not seem to be any reason to expect, \textit{a priori}, just from looking at the definition of a graphical potential game with, say for example, a tree graph that the differences in payoff matrix for a player would not be arbitrary functions of the action of the player and those of its neighbors. The corollary tells us that this is not possible in this case: the payoff matrices difference must be sums of simple pairwise matrices, each being a simple 2-dimensional matrix depending on the actions of the player and one of its neighbors. The same holds for cycles, grids and similar structure, and their corresponding generalizations, including those to higher dimensions.

The following proposition completes the (easier) connection in the reverse direction.

Proposition 1. Any hyperedge-symmetric hypergraphical game is a graphical Gibbs potential game.

Proof. For each hyperedge \( C \) in the hypergraphical game, define a corresponding local potential \( \phi_C(x_C) \equiv M'_C(x_C) \) as the local-clique payoff matrix for \( C \). Defining the Gibbs potential using those local potentials and with the graph being the primal graph of the hypergraph, which is an undirected graph with the same vertex set as the hypergraph but where there is an edge between two nodes if there is a hyperedge containing both nodes. \( \square \)

3.2 Smooth Best-Response Play and Graphical Games

Let us consider a sequential process of play, where there is a pre-specified order in which the players play, and at each time step \( t \) exactly one player plays by choosing an action \( x^t_i \).\(^{16}\) In the sequel, let us take the sequence of play to be, without loss of generality, the sequence \( 1, 2, \ldots, n \). Let us say that a player has a \textit{(time-homogeneous, first-order) Markov playing scheme} if it has a (possibly randomized) policy, or plan, by which the agent selects an action based only on the last actions played by the other players; more formally, if the policy \( p_i \) is a conditional probability distribution \( p_i(x_i \mid x_{-i}) \) such that if player \( i \) is to play at time

\(^{15}\) Note that in this case, because we are going in the “reverse” direction, local potential functions do not need to be over \textit{maximal} cliques.

\(^{16}\) This process may be relaxed to allow certain dynamic variations in the order of play and some kinds of simultaneous moves. The process is also related to (smooth versions of) the \textit{Cournot adjustment process with lock-in} and to \textit{stochastic adjustment models} in the literature on learning in games [Fudenberg and Levine, 1999].
t + 1 and \( x^t_{-i} \) are the last joint-actions that player \( i \) observed the others take, then player \( i \) chooses to play action \( x^{t+1}_i = x_i \) with probability \( p_i(x_i \mid x^t_{-i}) \) (i.e., \( x^{t+1}_i \sim p_i(\cdot \mid x^t_{-i}) \)).

For a graphical game, let us further say that the playing scheme is local if it only depends on the last actions of its neighbors in the game graph.

Property 1. In a graphical game with graph \( G \), the sequential process of play generated by Markov playing schemes of the type described above, and that are local with respect to \( G \), is equivalent to realizations generated by running the Gibbs sampler with conditional distributions given by the individual player’s playing scheme.

For every round \( r = 1, 2, \ldots \) composed of consecutive time steps of length \( n \), denote by \( z^r = (z^r_1, \ldots, z^r_n) \) the play (joint-action) outcome at round \( r \), so that for all \( i, z^r_i = x^{(r-1)n+i}_i \) (i.e., the joint-action generated during \( r \) by the sequential process of play). Let us refer to the total sequence generated by \( z^r \) for \( r = 1, 2, \ldots, T \) as the empirical play up to round \( T \) (i.e., after \( nT \) rounds). Let us say that an empirical play (conditionally) converges starting from an initially assigned play \( x^0 \) if the empirical joint-probability distribution defined by the empirical play converges (almost surely) to some joint probability distribution as we let the sequential process of play run for an infinite number of rounds (i.e., for every joint-action \( x \), if we denote the empirical distribution of play after \( T \) rounds as \( \hat{P}^T(x) \equiv \frac{1}{T} \sum_{r=1}^{T} 1[z^r = x] \), then \( \hat{P}^\infty(x) \equiv \lim_{T \to \infty} \hat{P}^T(x) \) exists, with probability one.) Let us refer to a set of playing schemes, one for each player, as a playing procedure for the game. Furthermore, let us say that a playing procedure is consistent (or globally convergent) if the empirical play generated is convergent to the same (possibly correlated) joint mixed-strategy \( \hat{P}^\infty(x) \) from any initial joint play \( x^0 \).

Let us say that a player \( i \) with payoff function \( M_i \) uses a smooth best-response (SBR) playing scheme \( p_i \) with respect to a (conditional) preference-order-preserving transform \( f_i : \mathbb{R} \times A_{-i} \to \mathbb{R} \), if for all \( x_{-i} \), we have \( p_i(x_i \mid x_{-i}) \propto \exp(f_i(M_i(x_i, x_{-i}), x_{-i})) \). If, instead, the \( f_i \)’s above are such that the ratio \( p_i(x_i \mid x_{-i})/p_i(x'_i \mid x_{-i}) = \exp(f_i(M_i(x_i, x_{-i}) - M_i(x'_i, x_{-i}), x_{-i})) \), then let us call the scheme a smooth best-response-difference (SBRD) playing scheme.\(^\text{18}\)

Recall from the previous discussion that, for a graphical game, a player’s (playing) scheme is local with respect to the game graph, if it only depends on the actions of its neighbors in that graph. In the case of SBR and SBRD schemes, in general, this requires that the domain of the second argument to \( f_i \) be \( A_{N(i)} \). Finally, let us say that the game has a (local, Markov) playing procedure if every player uses a (local, Markov) playing scheme.

The following theorems and corollaries provide another characterization of graphical potential games.

**Theorem 3.** Any graphical game with graph \( G \) that has a consistent (Markov) local SBR playing procedure is an ordinal Gibbs potential game with graph \( G \). If, in particular, the transform \( f_i \) used by each player \( i \) is (unconditionally) linear with weight \( 1/w_i \), then the game is a \( w \)-weighted Gibbs potential game. If the playing procedure is SBRD, instead of SBR, then

\(^{17}\) Although not pursued in this paper, more complex playing scheme could in principle be considered.

\(^{18}\) This condition implies that \( f_i(v, x_{-i}) = -f_i(-v, x_{-i}) \) and \( p_i(x_i \mid x_{-i}) = 1/\sum_{x'_i} \exp(f_i(M_i(x'_i, x_{-i}) - M_i(x_i, x_{-i}), x_{-i})) \).
the game is a $f^{-1}$-transformed Gibbs potential game, where $f^{-1}$ denote the inverses of the transforms $f$ used by the players for the SBRD scheme.

**Proof.** As noted in Property 1, the playing procedure is equivalent to the Gibbs sampler. The Markov chain associated with the Gibbs sampler is regular because all the conditional probabilities associated with the players’ schemes are positive. Because the procedure is convergent the limiting empirical distribution of play $\hat{P}$ is the (unique) MRF consistent with the conditional probability distributions. Because $\hat{P}$ is positive, by the Hammersley-Clifford theorem (Theorem 1), $\hat{P}$ is also a Gibbs distribution with respect to the graph of the game $G$. Denote by $\hat{Ψ}$ the Gibbs potential of $\hat{P}$. Also, denote by $\hat{Z}_i(x_{-i}) \equiv \sum_{x_i} \exp(\hat{Ψ}(x_i, x_{-i}))$ the normalizing constant for the marginal distribution over all the variables except $i$ with respect to $\hat{P}$. Similarly, denote by $Z_i(x_{N(i)}) \equiv \sum_{x_i} \exp(f_i(M'_i(x_i, x_{N(i)}, x_{N(i)})))$ the normalizing constant of the player’s scheme. The conditionals of MRF $\hat{P}$ must satisfy the following condition:

$$\frac{\exp(\hat{Ψ}(x_i, x_{-i}))}{Z_i(x_{-i})} = \hat{P}(X_i = x_i \mid X_{-i} = x_{-i}) = \hat{P}(X_i = x_i \mid X_{N(i)} = x_{N(i)}) = p_i(x_i \mid x_{N(i)}) = \frac{\exp(f_i(M'_i(x_i, x_{N(i)}), x_{N(i)}))}{Z_i(x_{N(i)})}.$$ 

From the last equality, we obtain that for all $x_i, x_{-i}$,

$$f_i(M'_i(x_i, x_{N(i)})) = \hat{Ψ}(x_i, x_{-i}) + \ln(Z_i(x_{N(i)})/\hat{Z}_i(x_{-i})).$$

Because the second term on the right hand side of the last equation does not depend on $x_i$, we can obtain that for all $x_{-i}$ and every pair $x_i, x'_i$,

$$f_i(M'_i(x_i, x_{N(i)}), x_{N(i)}) - f_i(M'_i(x'_i, x_{N(i)}), x_{N(i)}) = \hat{Ψ}(x_i, x_{-i}) - \hat{Ψ}(x'_i, x_{-i}).$$

Because the $f_i$’s are (strictly) monotonically increasing with their first argument, we have

$$\hat{Ψ}(x_i, x_{-i}) - \hat{Ψ}(x'_i, x_{-i}) > 0 \iff f_i(M'_i(x_i, x_{N(i)}), x_{N(i)}) - f_i(M'_i(x'_i, x_{N(i)}), x_{N(i)}) > 0 \iff f_i(M'_i(x_i, x_{N(i)}), x_{N(i)}) > f_i(M'_i(x'_i, x_{N(i)}), x_{N(i)}) \iff M'_i(x_i, x_{N(i)}) > M'_i(x'_i, x_{N(i)}) \iff M'_i(x_i, x_{N(i)}) - M'_i(x'_i, x_{N(i)}) > 0.$$ 

This completes the proof of the first statement.
The second statement in the theorem follows by noting that in the case of (unconditionally) linear transforms with weight \( w_i \), we have that the left-hand side of equation [1] above becomes 
\[ f_i(M'_i(x_i, x_{N(i)}), x_{N(i)}) - f_i(M'_i(x'_i, x_{N(i)}), x_{N(i)}) = w_i M'_i(x_i, x_{N(i)}) - w_i M'_i(x'_i, x_{N(i)}) = w_i(M'_i(x_i, x_{N(i)}) - M'_i(x'_i, x_{N(i)})). \]

The case of SBRD procedure is similar (but simpler). Note that in that case
\[ \exp(f_i(M_i(x_i, x_{N(i)})) - M_i(x'_i, x_{N(i)})) = \frac{p_i(x_i | x_{N(i)})}{p_i(x'_i | x_{N(i)})} = \exp(\hat{\Psi}(x_i, x_{-i}) - \hat{\Psi}(x'_i, x_{-i})). \]

Hence, we have 
\[ M_i(x_i, x_{N(i)}) - M_i(x'_i, x_{N(i)}) = f_i^{-1}(\hat{\Psi}(x_i, x_{-i}) - \hat{\Psi}(x'_i, x_{-i}), x_{N(i)}), \]
and the proof is completed by the definition of a graphical transformed potential game. \( \square \)

The next proposition completes the characterization of transformed Gibbs potential games as exactly those that have consistent local Markov SBRD playing procedures.

**Proposition 2.** Any \( f \)-transformed Gibbs potential game with graph \( G \) has a consistent Markov SBRD playing procedure that is local with respect to \( G \) and each player uses the inverse transforms of \( f \) in their playing scheme. If, in particular, the game is a \( w \)-weighted Gibbs potential game, then it also has an SBR procedure with the same properties.

**Proof.** Let \( \Psi \) be the Gibbs potential of the game. Define the SBRD playing scheme for each player using the inverse \( f_i^{-1} \) of the corresponding game transform, such that
\[ \frac{p_i(x_i | x_{N(i)})}{p_i(x'_i | x_{N(i)})} = \exp(f_i^{-1}(M_i(x_i, x_{N(i)}) - M_i(x'_i, x_{N(i)}), x_{N(i)})) \]
\[ = \exp(\hat{\Psi}(x_i, x_{-i}) - \hat{\Psi}(x'_i, x_{-i})). \]

where the second equality follows from the definition of transformed potential games. The scheme is local by construction. Because \( \Psi \) is a Gibbs potential, by the Hammersley-Clifford theorem (Theorem [1]), there is a positive joint (global) MRF consistent with the conditional distributions induced by the scheme. Hence, running the Gibbs sampler will always converge, regardless of initial conditions. Because the playing procedure is equivalent to running the Gibbs sampler (Property [1], the corresponding empirical distribution of play will always converge to the same Gibbs distribution with potential \( \Psi \). Thus, the procedure will be consistent.

In the special case of a \( w \)-weighted Gibbs potential game, then each player \( i \)'s scheme takes the form
\[ p_i(x_i | x_{N(i)}) = \frac{\exp(M_i(x_i, x_{N(i)})/w_i)}{\sum_{x'_i} \exp(M_i(x'_i, x_{N(i)})/w_i)} \]
which corresponds to an SBR with a (unconditionally) linear transform with weight \( 1/w_i \).

Whether the last theorem extends to graphical ordinal potential games is left open.
Concluding Remarks The following are some concluding remarks for this section.

Remark 1. Recent work [Daskalakis et al., 2007] state that if random graphical games with graphs of $n$ nodes are generated according to an Erdős-Rényi model with $p$ being the probability of an edge, and the local payoff matrices are generated uniformly at random according to that graph, then, if $1/n << np < (0.5 - \Omega(1)) \log n$, then it is unlikely that the game will have a PNE. This result suggests then that it is unlikely that games generated at random will have payoffs whose normalized versions correspond to conditional distributions of some full joint distribution with full support. The same is true for large graphical games with bounded degree graphs (e.g., long chains, large trees, etc.). But if the payoff values were generated uniformly at random by, for example, for each joint-action of the neighbors $x_{N(i)}$, generating, for each action of the player $x_i$, a random number $U_i(x_i, x_{N(i)}) \sim \text{Uniform}[0, 1]$ uniformly at random from the interval $[0, 1]$ and then setting the payoff value $M_i(x_i, x_{N(i)}) = \ln(U_i(x_i, x_{N(i)}))/\sum_{x'_i} \ln(U_i(x_i, x_{N(i)}))$, then the normalized payoff can be interpreted as conditional distributions generated uniformly at random from the set of all possible probability distributions. Thus, we conclude that for such graphs, it is unlikely that conditional distributions generated uniformly at random from the set of all possible probability distributions are consistent with an MRF with that graph, with high probability. This in turn implies that running the Gibbs sampler with those conditionals will not converge [Casella and George, 1992].

Remark 2. One could envision modified, learning-like versions of the SBR and SBRD playing procedures that would converge to the pure strategy that is equivalent to a global optimum of the corresponding potential function in a graphical potential game. Such a variant would have further connections to more general MCMC methods, such as Metropolis-Hastings, used in a variety of fields (e.g., statistics and physics) and simulated annealing used for search and optimization (see, e.g., Russell and Norvig [2003] for more information).

Remark 3. It is known that the Gibbs sampler may fail to converge if the local conditional probabilities are not consistent with a full joint distribution. I am unaware of any work that establishes how hard it is to test for that global condition. It is not hard to derive a polynomial-time algorithm to test consistency in general bounded-treewidth and other similar tree-like graphs, by applying the same dynamic-programming approach to exact inference in graphical models. In general, however, one would guess this problem is hard. Indeed, it is unclear whether it even belongs to NP: what would be a polynomial-time-checkable solution “certificate” that would verify an answer to the consistency question? The (seemingly related) problem of testing the global consistency of a set of arbitrary, pairwise consistent marginals is NP-complete [Sontag, 2007]. (We will revisit the consistent-marginals problem in Section 5.)

4 Probabilistic Inference and Equilibria

The line of work presented in this section is partly motivated by the following question: Can we leverage advances in computational game theory for problems in the graphical models
community? Establishing a strong bilateral connection between both problems may help us answer this question.

The literature on computing equilibria in games has skyrocketed over the last few years. As we discover techniques developed early on within the game theory community, and as new novel results are generated from the extremely active computational game theory community, we may be able to adapt those techniques from solving games to the inference setting. If we can establish a strong bilateral connection between inference problems and the computation of equilibria, we may be able to relate algorithms in both areas and exchange previously unknown results in each.

4.1 Pure-Strategy Nash Equilibrium and Approximate MAP Inference

Consider an MRF $P$ with respect to graph $G$ and Gibbs potential $\Psi$ defined by the set of potential functions $\{\phi_C\}$. For each node $i$, denote by $C_i \subset C$ the subset of cliques in $G$ that include $i$. Note that the (inclusive) neighborhood of player is given by $N(i) = \cup_{C \epsilon C_i} C$.

Define an MRF-induced (hyperedge-symmetric) hypergraphical game with the same graph $G$, and for each player $i$, hypergraph with hyperedges $C_i$ and local-clique payoff hypermatrices $M_i^C(x_C) \equiv \phi_C(x_C)$ for all $C \in C_i$. A few observations about the game are in order.

Property 2. The representation size of the MRF-induced game is the same as that of the MRF: not exponential in the largest neighborhood size, but the size of the largest clique in $G$.

Property 3. By Proposition 1, the MRF-induced game is a (exact) Gibbs potential game with graph $G$ and potential $\Psi$: i.e., for all $i$, $x$ and $x'_i$,

$$M_i(x_i, x_{-i}) - M_i(x'_i, x_{-i}) = M_i^I(x_i, x_{N(i)}) - M_i^I(x'_i, x_{N(i)})$$

$$= \sum_{C \in C_i} \phi_C(x_i, x_{C\{-i\}}) - \sum_{C \in C_i} \phi_C(x'_i, x_{C\{-i\}})$$

$$= \sum_{C \in C_i} \phi_C(x_i, x_{C\{-i\}}) + \sum_{C' \in C - C_i} \phi_{C'}(x_{C'}) +$$

$$- \sum_{C \in C_i} \phi_C(x'_i, x_{C\{-i\}}) - \sum_{C' \in C - C_i} \phi_{C'}(x_{C'})$$

$$= \Psi(x_i, x_{-i}) - \Psi(x'_i, x_{-i}).$$

A few additional remarks follow.

Remark 4. Through the connection established by the last property, it is easy to see that sequential best-response dynamics is guaranteed to converge to a PNE of the game in finite time, regardless of the initial play. In fact, we can conclude that a joint-action $x^*$ is a PNE
of the game if and only if $x^*$ is a local maxima or a critical point of the MRF $P$. Thus, the MRF-induced game, like all potential games, always has PNE.\footnote{This result should not be surprising given that other researchers have established a one-to-one relationship between the complexity class PLS [Johnson et al., 1988], which characterizes local search problems, of which finding local maxima of the MRF is an instance, and (ordinal) potential games [Fabrikant et al., 2004].}

Similarly, for any potential game, one can define a game-induced MRF using the potential function of the game whose set of local maxima (and critical points) corresponds exactly to the set of PNE of the potential game. Through this connection we can show that solving the local-MAP problem in MRFs is PLS-complete in general [Fabrikant et al., 2004].\footnote{A direct proof of this result follows from [Papadimitriou et al., 1990], and in particular, the result for Hopfield neural networks [Hopfield, 1982]. A Hopfield neural network can be seen as an MRF, and more specifically, and Ising model, when the weights on the edges are symmetric. Similarly, any Hopfield neural network can be seen as a polymatrix game [Miller and Zucker, 1992], when the weights are symmetric the network can be seen as a potential game (in particular, it is an instance of a party affiliation game [Fabrikant et al., 2004]). Indeed, a stable configuration in an arbitrary Hopfield neural network is equivalent to a PNE of a corresponding polymatrix game. (See [Papadimitriou et al., 1990] and [Miller and Zucker, 1992] for the relevant references.)}

One question that comes to mind is whether one can say anything about the properties of the globally optimal assignment in the game-induced MRF and the payoff it supports for the players. Or whether it can be characterized by stronger notions of equilibria. For example, are strong NE, in which no coalition of players could obtain a Pareto dominated set of payoffs by unilaterally deviating, (global) MAP assignments of the MFR? Or more generally, what characteristics can we assign to the MAP assignments of the game-induced MRF?

In short, we can use algorithms for PNE as heuristics to compute locally optimal MAP assignments of $P$ and vice versa.\footnote{Remark 5. Recent work [Daskalakis et al., 2007] has extended results in game theory characterizing the number of PNE in normal-form games (see Stanford [1995], Rinott and Scarsini [2000], and the references therein) to graphical games, but now taking into consideration the network structure of the game. Information about the number of PNE in games can provide additional insight on the structure of MRFs. For example, one of the results of [Daskalakis et al., 2007] states that for graphs respecting certain expansion properties as the number of nodes/players increases, the number of PNE of the graphical game will have a limiting distribution that is a Poisson with expected value 1. Also according to [Daskalakis et al., 2007], a similar behavior occurs for games with graphs generated according to the Erdős-Rényi model with sufficiently high average-degree (i.e., reasonably high connectivity). Thus, either the set of MRF-induced games has significantly low measure relative to the set of all possible randomly generated games (something that seems likely), or the number of local maxima (and critical points) of the MRF will have a similar distribution, and thus that number is expected to be low. The latter would suggest that local algorithms such as the max-product algorithm may be less likely to get stuck in local maxima (or critical points) of the MRF.}
In addition, there have been several results stating that PNE are unlikely to exist in many graphs, and that, when they do exist, they are not that many [Daskalakis et al., 2007]. MRF-induced games would in that sense represent a very rich class of non-randomly generated graphical games for which the results above might not hold.

4.2 Joint Mixed Strategy Equilibria and Belief Inference

Going beyond PNE and MAP estimation, this subsection begins to establish a stronger, and potentially more useful connection between probabilistic inference and equilibria in games.

Let \( S \) be a subset of the players (i.e., nodes in the graph) and denote by \( Q_S(x_S) \equiv \sum_{x_{\bar{S}}} Q(x) \) the (marginal) probability distribution of \( Q \) over possible joint actions of players in \( S \). Consider the condition for correlated equilibria (CE), which for the MRF-induced game we can express as

\[
\sum_{x_N(i)} Q_N(i)(x_i, x_{N(i)}) \phi_C(x_i, x_{C\{i\}}) \geq \sum_{x_N(i)} Q_N(i)(x_i, x_{N(i)}) \phi_C(x_i', x_{C\{i\}}).
\]

Commuting the sums and simplifying we get the following equivalent condition:

\[
\sum_{C \in C_i} \sum_{x_{C\{i\}}} Q(x_i, x_{C\{i\}}) \phi_C(x_i, x_{C\{i\}}) \geq \sum_{C \in C_i} \sum_{x_{C\{i\}}} Q(x_i, x_{C\{i\}}) \phi_C(x_i', x_{C\{i\}}).
\] (2)

This simplification is important because it highlights that, modulo expected payoff equivalence, we only need distributions over the original cliques, not the induced neighborhoods/Markov blankets, to represent CE in this class of games (in contrast to Kakade et al. [2003]); thus, we are able to maintain the size of the representation of the CE to be the same as that of the game. This expression will also be useful in Section 5, which presents simple linear programs to compute CE in arbitrary GMGs.

As an alternative, we can use the fact that the MRF-induced game is a potential game and, via some definitions and algebraic manipulation, get the following sequence of equivalent conditions, which hold for all \( i, x_i \) and \( x_i' \).

\[
\sum_{x_{\bar{i}}} Q(x_i, x_{\bar{i}}) (M_i(x_i, x_{\bar{i}}) - M_i(x_i', x_{\bar{i}})) \geq 0
\]
\[
\sum_{x_{\bar{i}}} Q(x_i, x_{\bar{i}}) (\Psi(x_i, x_{\bar{i}}) - \Psi(x_i', x_{\bar{i}})) \geq 0
\]
\[
\sum_{x_{\bar{i}}} Q(x_i, x_{\bar{i}}) (\ln P(x_i, x_{\bar{i}}) - \ln P(x_i', x_{\bar{i}})) \geq 0
\]

Rewriting the last expression, we get the following equivalent condition: for all \( i, x_i \) and \( x_i' \),

\[
\sum_{x_{\bar{i}}} Q(x_i, x_{\bar{i}}) [-\ln P(x_i, x_{\bar{i}})] \leq \sum_{x_{\bar{i}}} Q(x_i, x_{\bar{i}}) [-\ln P(x_i', x_{\bar{i}})].
\] (3)

The following are some additional remarks on the implications of the last condition.

---

23 In particular, the number of PNE has a Poisson distribution with parameter 1.
Remark 6. First, it is useful to introduce the following notation. For any distribution $Q'$, let $H(Q', P) \equiv \sum_x Q'(x)[-\log_2 P(x)]$ be the cross entropy between probability distributions $Q'$ and $P$, with respect to $P$.\[^{24}\]\ Let $Q_{-i}(x_{-i}) \equiv \sum_{x_i} Q(x_i, x_{-i})$ the (joint) marginal distribution of play over the joint-actions of all players except player $i$. Denote by $Q'_i Q_{-i}$ the joint distribution defined as $(Q'_i Q_{-i})(x) \equiv Q'_i(x_i)Q_{-i}(x_{-i})$ for all $x$.

Then, condition \[^{3}\] implies the following sequence of conditions, which hold for all $i$.

$$\sum_x Q(x)[- \ln P(x)] \leq \sum_{x_{-i}} Q_{-i}(x_{-i})[- \ln P(x'_i, x_{-i})] \text{ for all } x'_i,$$

$$H(Q, P) \leq \min_{x'_i} \sum_{x_{-i}} Q_{-i}(x_{-i})[- \log_2 P(x'_i, x_{-i})] = \min_{Q'_i} \sum_x Q'_i(x_i)Q_{-i}(x_{-i})[- \log_2 P(x_i, x_{-i})] = \min_{Q'_i} H(Q'_i Q_{-i}, P)$$

Hence, any CE of the MRF-induced game is a kind of approximate local optimum (or critical point) of an approximation of the MRF based on a special type of cross entropy minimization.

The following property summarizes this remark.

Property 4. For any MRF $P$, any correlated equilibria $Q$ of the game induced by $P$ satisfies $H(Q, P) \leq \min_{Q'_i} H(Q'_i Q_{-i}, P)$ for all $i$.

Remark 7. Let us introduce some additional notation. For any joint distribution of play $Q'$, let $H(Q') \equiv \sum_x Q'(x)[- \log_2 Q'(x)]$ be its entropy. Similarly, for any player $i$, for any marginal/individual distribution of play $Q'_i$, let $H(Q'_i) \equiv \sum_{x_i} Q'_i(x_i)[- \log_2 Q'_i(x_i)]$ be its entropy. For any distributions $Q'$, let $\text{KL}(Q' \parallel P) \equiv \sum_x Q'(x) \log_2 Q'(x)/P(x) = H(Q', P) - H(Q')$ be the Kullback-Leibler divergence between $Q'$ and $P$, with respect to $Q'$. Denote by $H(Q_{|i|-i}) \equiv \sum_{x_i, x_{-i}} Q(x_i, x_{-i}) \log_2 (Q(x_i, x_{-i})/Q_{-i}(x_i)) = H(Q_{-i}) - H(Q)$ the conditional entropy of the individual play of player $i$ given the joint play of all the players except $i$, with respect to $Q$.

Then, we can express the condition \[^{3}\] as the following equivalent conditions, which hold for all $i$.

$$\text{KL}(Q \parallel P) + H(Q) \leq \min_{Q'_i} \text{KL}(Q'_i Q_{-i} \parallel P) + H(Q'_i Q_{-i}).$$

$$\text{KL}(Q \parallel P) + H(Q_{|i|-i}) \leq \min_{Q'_i} \text{KL}(Q'_i Q_{-i} \parallel P) + H(Q'_i).$$

Hence, any CE of a MRF-induced game is a kind of approximate local optimum (or critical point) of a special kind of variational approximation of the MRF. The following property summarizes this remark.

Property 5. For any MRF $P$, any correlated equilibria $Q$ of the game induced by $P$ satisfies $\text{KL}(Q \parallel P) \leq \left[ \min_{Q'_i} \text{KL}(Q'_i Q_{-i} \parallel P) + H(Q'_i) \right] - H(Q_{|i|-i})$, for all $i$.

Note that the last property implies that the approximation $Q$ satisfies the local condition $\text{KL}(Q \parallel P) \leq \min_{Q'_i} \text{KL}(Q'_i Q_{-i} \parallel P) + \log_2 |\Omega_i|$ for all $i$.

Before continuing exploring connections to CE, it is instructive to first consider mixed-strategy NE.

\[^{24}\] That is, (a lower bound on) the average number of bits required to transmit "messages/events" generated according to $Q$ but encoded using a scheme based on $P$.\[22\]
Mixed Nash Equilibria and Mean-Field Approximations. In the special case of NE, the joint mixed strategy \( Q(x) = \prod_i Q_i(x_i) \) is a product distribution. Denote by \( Q^x_i(x_{-i}) \equiv \prod_{j \neq i} Q_j(x_j) = \sum_{x_i} Q(x) \) the (marginal) joint action of play over all the players except \( i \), and denote by \( (Q'Q^x_i)(x) \equiv Q'_i(x_i)Q^x_i(x_{-i}) \).

In this special case, the equilibrium conditions imply the following conditions, which hold for all \( i \) for all \( x_i \) such that \( Q_i(x_i) > 0 \),

\[
\sum_{x_i} \sum_{x_{-i}} Q_i(x_i)Q^x_i(x_{-i})[-\ln P(x_i, x_{-i})] = \min_{x'_i} \sum_{x_i} Q_i(x_i)Q^x_i(x_{-i})[-\ln P(x'_i, x_{-i})].
\]

This implies that

\[
\sum_{x_i} \sum_{x_{-i}} Q_i(x_i)Q^x_i(x_{-i})[-\ln P(x_i, x_{-i})] = \left( \sum_{x_i} Q_i(x_i) \right) \min_{x'_i} \sum_{x_i} Q^x_i(x_{-i})[-\ln P(x'_i, x_{-i})].
\]

The last condition is equivalent to

\[
\sum_{x_i} \sum_{x_{-i}} Q_i(x_i)Q^x_i(x_{-i})[-\ln P(x_i, x_{-i})] = \min_{x'_i} \sum_{x_i} Q^x_i(x_{-i})[-\ln P(x'_i, x_{-i})],
\]

which, in turn, we can express as \( H(Q, P) = \min_{Q'_i} H(Q'Q^x, P) \). The last expression is also equivalent to

\[
\text{KL}(Q \parallel P) + H(Q_i) = \min_{Q'_i} \text{KL}(Q'_iQ^x_i \parallel P) + H(Q'_i).
\]

Hence, a NE \( Q \) of the game is almost a locally optimal mean-field approximation, except for the extra entropic term. In summary, for NE we have the following tighter condition than for arbitrary CE.

Property 6. For any MRF \( P \), any Nash equilibria \( Q \) of the game induced by \( P \) satisfies

\[
\text{KL}(Q \parallel P) = \left[ \min_{Q'_i} \text{KL}(Q'_iQ^x_i \parallel P) + H(Q'_i) \right] - H(Q_i), \text{ for all } i.
\]

Note that the last property implies that the mean-field approximation \( Q \) satisfies the local condition \( \text{KL}(Q \parallel P) \leq \min_{Q'_i} \text{KL}(Q'_iQ^x_i \parallel P) + \log_2 |\Omega_i| \) for all \( i \).

One possible way to address the issue of the extra entropic term is to consider instead the MRF-induced infinite game, where each player \( i \) has the (continuous) utility function\(^{25}\)

\[
\tilde{M}'_i(Q_i, Q_{N(i)}) \equiv \sum_{x_i} \sum_{x_{N(i)}} \left[ Q_i(x_i) \prod_{j \in N(i)} Q_j(x_j) \right] M'_i(x_i, x_{N(i)}) + H(Q_i)
\]

\(^{25}\)In an infinite game the sets of actions or pure strategies are uncountable. Existence of equilibria holds under reasonable conditions (i.e., each set of actions is nonempty compact convex subsets of Euclidean space, and each player’s utility is continuous and quasi-concave in the player’s action), all of which are satisfied by the MRF-induced infinite game considered here. (See Fudenberg and Tirole [1991] for more information.)
and wants to maximize over its mixed-strategy $Q_i$ given the other player mixed-strategies $Q_j$ for all $j \neq i$.

**Property 7.** The MRF-induced infinite game defined above is an infinite Gibbs potential game with the same graph $G$ and the following potential over the set of individual (product) mixed strategies

$$
\Psi(Q) = \sum_{C \in \mathcal{C}} \sum_{x_C} \left( \prod_{j \in C} Q_j(x_j) \right) \phi_C(x_C) + H(Q) = -KL(Q \parallel P) + Z
$$

where $Z$ is the normalizing constant for $P$. From this we can derive that the individual player mixed-strategies $\{Q_i\}$ are a “pure strategy” equilibrium of the infinite game if and only if

$$KL(Q \parallel P) = \min_{Q_i'} KL(Q'_i Q_{-i} \parallel P).$$

Or, in other words, if $Q$ is a pure strategy Nash equilibrium of the infinite game, then $Q$ is also a local optimum (or critical point) of the mean-field approximation of $P$.

**Remark 8.** The local payoff function defined above for the infinite game also has connections to the game theory literature on learning in games [Fudenberg and Levine, 1999]. This area studies properties of processes by which players “learn” how to play in (usually repeated) games; specially properties related to the existence of convergence of the learning (or playing) dynamics to equilibria. In particular, the local payoff function is similar to that used by logistic fictitious play, a special version of a “learning” process called smooth fictitious play. The difference is that the last entropy term involving the individual player’s mixed strategy has a regularization-type factor $\lambda > 0$ such that players play strict best-response as $\lambda \to 0$. In addition, logistic fictitious play is an instance of a learning process called smooth fictitious play. The process will then be equivalent to minimizing the function $F(Q) \equiv KL(Q \parallel P)$ by axis-parallel updates. The resulting sequence of distributions/mixed-strategies monotonically increase the value of $F$ and is guaranteed to converge to a local

---

[26] In particular, the process is called a Cournot adjustment with lock-in in the literature on learning in games [Fudenberg and Levine, 1999].
optimum (or a critical point) of $F$. Hence, the corresponding learning process is guaranteed to converge to a pure strategy Nash equilibrium of the infinite game, which are in turn approximate mixed-strategy Nash equilibria of the original game. But this is not surprising in retrospect, given the last property (Property 7). That property essentially states a broader property of all potential games: they are isomorphic to so called games with identical interests [Monderer and Shapley 1996], which are games where every player has exactly the same payoff function.

Remark 9. The previous discussion suggests that we could use appropriately modified version of algorithms for mixed-strategy NE, such as NashProp [Ortiz and Kearns 2002], as heuristics to obtain a mean-field approximation of the true marginals.

Going in the opposite direction, the discussion above also suggests that, by treating any (graphical) potential game as an MRF, for any fixed $\lambda > 0$, logistic fictitious play in any potential game converges to an approximate $(\lambda/\min_i |A_i|)$-NE of the potential game. Indeed, there has been recent work in this direction, which explores the connection between learning in games and mean-field approximations in machine learning [Rezek et al. 2008]. That work proposes new algorithms based on fictitious play for simple mean-field approximation applied to statistical (Bayesian) estimation.

The game-induced MRF is a $\lambda$-temperature Gibbs measure. As we take $\lambda \to 0$, we get the limiting 0-temperature Gibbs measure which is a uniform probability distribution over the set of global maxima of the potential function of the game, and 0 probability everywhere (i.e., the support of the limiting distribution is the set of values that maximize the potential function). The support of the 0-temperature Gibbs measure is a subset of the pure strategy NE of the potential game. But there might be other equilibria corresponding to local optimum (or critical points) of the potential function.

Are there other connections between the Nash equilibria of the game and the support of the limiting distribution?

**Correlated Equilibria and Higher-order Variational Approximations.** Property 5 suggests that we can use the CE for the MRF-induced game as a heuristic approximation to higher-order variational approximations. In fact, one would argue that in the context of inference, doing so is more desirable because, in principle, it can lead to better approximations that can capture more aspects of the joint distribution that a simple mean-field approximation would alone. For example, mean-field approximations are likely to be poor if the MRF is multi-modal. Motivated by this fact, Jaakkola and Jordan [1997] suggest using mixture of product distributions to improve the simple variational mean-field approximation.

But, consider the algorithm of Papadimitriou [2005] (see also Papadimitriou and Roughgarden 2008) which we can use to compute a CE of the MRF-induced game in polynomial time. Such a CE will be, by construction, also a (polynomially-sized) mixture of product distributions. Hence, Papadimitriou’s algorithm provides a means to obtain a heuristic estimate of a local optimum (or critical point) of such a mixture in polynomial time. The result would not be exactly the same as that obtained by Jaakkola and Jordan [1997] in general, because of the extra entropic term. Can we find alternative versions of the payoff matrices, and/or
alter Papadimitriou’s algorithm, so that the resulting correlated equilibria provides an exact answer to the approximate inference problem that uses mixtures of product distributions? Regardless, at the very least one could use the resulting CE to initialize the technique of Jaakkola and Jordan [1997] without specifying an a priori number of mixtures!

Having said that, Papadimitriou’s algorithm makes a polynomial number of calls to the ellipsoid algorithm to obtain each of the product distribution whose mixture will form the output CE. It is known that the ellipsoid algorithm is slow in practice. Papadimitriou [2005] and Papadimitriou and Roughgarden [2008] leave open the design of more practical algorithms based on interior-point methods. Section 5 presents simple linear programs for arbitrary GMGs, with polynomial time guarantees for certain subclasses.

Finally, this connection also suggests that we can (in principle) use any learning algorithm that guarantees convergence to the set of CE (as described in the section on preliminaries on game theory where the concept was introduced) as a heuristic for approximate inference. Viewed that way, such learning algorithms would be similar in spirit to stochastic simulation algorithms with a kind of “adaptivity” reminiscent of the work on adaptive importance sampling (see, e.g., Cheng and Druzdzel, 2000, Ortiz and Kaelbling, 2000, Ortiz 2002 and the references therein). Establishing a possible stronger connections between learning in games, correlated equilibria and probabilistic inference seems like a promising direction for future research. In fact, as previously mentioned (at the end of Remark 8), there has already been some recent work in this direction, but specifically for Nash equilibria and mean-field approximations [Rezek et al., 2008].

Also left for future work is a comprehensive experimental evaluation of the performance of current algorithms in computational game theory in the context of probabilistic inference.

4.3 Other Previous and Related Work

Earlier work on the so called “relaxation labeling” problem in AI and computer vision [Rosenfeld et al., 1976, Miller and Zucker, 1991] has established connections to polymatrix games Janovskaja, 1968 (see also Hummel and Zucker, 1983, although the connection had yet to be recognized at that time). That work also establishes connections to inference in Hopfield network, dynamical systems and polymatrix games [Miller and Zucker, 1991, Zucker, 2001]. A reduction of MAP to pure NE in what we call here a GMG was introduced by Yu and Berthod, 1995, Berthod et al. 1996 in the same context; although they concentrate on pairwise potentials, which reduce to polymatrix games in this context. Because, in addition, the ultimate goal in MAP inference is to obtain a global optimum configuration, Yu and Berthod 1995 proposed a Metropolis-Hastings-style algorithm in an attempt to avoid local minima. Their algorithm is similar to simulated annealing algorithms used for solving satisfiability problems, and other local methods such as WalkSAT [Selman et al., 1996] (See. e.g., Russell and Norvig 2003 for more information). The algorithm can also be seen as a kind of learning-in-games scheme [Fudenberg and Levine, 1999] based on best-response with random exploration (or “trembling hand” best response). That is, at every round, some best response is taken with some probability, otherwise the previous response is replayed. Zucker 2001 presents a modern account of that work. The connection to potential games, and all its well-
known properties (e.g., convergence of best response dynamics) does not seem to have been recognized within that literature. Also, none of the work makes connection to higher-order (i.e., beyond mean-field) inference approximation techniques and the game-theoretic notion of correlated equilibria.

5 Correlated Equilibria in Graphical Multi-Hypermatrix Games

As stated previously, graphical multi-hypermatrix games (GMGs) have the so called polynomial expectation property and thus have a polynomial correlated equilibrium scheme [Papadimitriou, 2005]. This implies that the algorithm of Papadimitriou [2005] will compute a sample correlated equilibria (CE) in those games in polynomial time. However, as also discussed previously, the algorithm is based on the ellipsoid algorithm, thus unlikely to be of immediate practical use. Indeed, Papadimitriou [2005] left open the possible designing of an interior point version of his technique.

This section presents a different approach to the problem of correlated equilibria in graphical games based on ideas that have been found effective in the practical use of graphical models for probabilistic inference and constraint satisfaction problems. In particular, this section presents an extension of the work of [Kakade et al., 2003] to GMGs. First, it states an extension of the (compact) representation result for CE, which provides a characterization of the equilibria in terms of direct, structural strategic properties of such games. The result states that the additional succinctness in model representation achieved via the special structure of the GMG can in some well-defined sense translate to the representation of the CE. The result also establishes a direct, strong connection between the strategic (i.e., payoff) structure of the game and the behavioral structure one can achieve when implementing any CE of the game. Then, the design of a simple linear feasibility system for computing CE in GMGs is presented. The linear system formulation takes advantage of the additional special structure of this class of games. The approach is applicable to any GMG. By using and applying well-known graphical model techniques and results, the approach is shown to produce polynomial-time algorithms based on simple linear programs in cases in which the strategic graph of the game has certain structure.

5.1 A Characterization of Correlated Equilibria via Succinct Representations

Just as for [Kakade et al., 2003], the following two definitions of equivalence are useful to the discussion in this section.

Definition 6. Two (possibly correlated) joint mixed strategies for a graphical multi-hypermatrix game are local-clique equivalent with respect to the graph structure of the game if, for every player and every hyperedge in its hypergraph, both joint strategies induce the same marginal distribution over the joint-actions of the players in the hyperedge; formally, if P and Q are arbitrary joint mixed strategies, then for every player i and every hyperedge C ∈ C_i in its hypergraph, P_C(x_C) = Q_C(x_C). Similarly, two (possibly correlated) joint mixed strategies are expected-payoff equivalent with respect to the game if each (individual) player achieves the
same (individual) expected payoff with both joint strategies; formally, if for all players \(i\), \(M_i(P) = M_i(Q)\).

It is not hard to see that expected-payoff equivalence is weaker than local-clique payoff equivalence in that the latter implies the former, but the opposite does not always hold. However, there are games for which local-clique payoff equivalence is a necessary condition for expected-payoff equivalence [Kakade et al., 2003].

To simplify the rest of the presentation in this section, let us introduce the following notation. Denote by \(m \equiv \max_{i \in V} |A_i|\) the maximum number of actions of any player. Let \(C \equiv \bigcup_i C_i\) be the set of unique hyperedges in the game, \(C^{\text{max}} \equiv C - \{C \in C \mid C \subset C', C' - C \neq \emptyset \text{ for some } C' \in C\}\) the subset of those that are maximal, \(l \equiv |C^{\text{max}}|\) be its cardinality, and \(k \equiv \max_{C \in C^{\text{max}}} |C|\) the size of the largest hyperedge. Let us refer to the hypergraph with hyperedge set \(C^{\text{max}}\) the strategic hypergraph of the game and cal its primal graph \(G'\) the prime strategic graph.

The following is the main representation theorem.

**Theorem 4.** For every correlated equilibrium of a graphical multi-hypermatrix game there exists a (possibly different) expected-payoff equivalent correlated equilibrium that is a Gibbs distribution with respect to the strategic hypergraph of the game and whose size, in terms of the number of numeric values needed to represent it, is at most the representation size of the game.

**Proof.** The following is the main lemma used in the proof of the theorem.

**Lemma 1.** For every correlated equilibrium of a graphical multi-hypermatrix game there exists a (possibly different) local-clique equivalent correlated equilibrium that is a Gibbs distribution with respect to the strategic hypergraph of the game.

**Proof.** The proof of this lemma parallels the one for a similar lemma presented in [Kakade et al.] [2003]. Except for the following observations, mostly on aspects in which the proofs differ, the details are omitted. Let \(Q\) be a CE of the game. First, the construction considers the marginals \(Q_C(x_C) \equiv \sum_{x_{\neg C}} Q(x_C, x_{\neg C})\) over every \(C \in C^{\text{max}}\), instead of using those over (inclusive) neighborhoods \(N(i)\). The key observation is that the most entropic joint distribution \(Q^*\) that matches those marginals has the desired property. There are a few issues that need addressing. The first issue is the (in)feasibility of the resulting optimization problem. This is resolved by recognizing that \(Q\) itself satisfy the feasibility constraints! Another issue is marginals with zero probabilities, but because we have access to the marginals, we do not need to include those marginals when setting up the optimization for \(Q^*\). We can account for them in the corresponding local-clique factor afterwards. Doing this also guarantees that, assuming that \(Q\) does not correspond to a pure NE (i.e., \(Q(x) = 1\) for some \(x\), a case we can handle easily), the solution of the MAXENT optimization does not lie at a boundary of the feasible space, so that there exists optimal values for the dual variables that are finite/bounded. The last issue is more benign, having to do with the uniqueness of the solution. But because the problem is feasible, the feasible space convex (in fact, only linear constraints) and the entropy function is strictly concave, the solution is unique. In summary,
solving the resulting MAXENT optimization problem by taking the appropriate derivatives, we obtain that $Q^*$ must have the following form:

$$Q^*(x) \propto \prod_{C \in C^{\text{max}}} 1[Q_C(x_C) > 0] \exp(\lambda^*_C(x_C))$$

where $\lambda^*_C(x_C)$ are the optimal values of the dual variables (i.e., Lagrange multipliers, represented here as functions for consistency of presentation) associated to the constraint $Q_C^*(x_C) = Q_C(x_C)$, for each positive local-clique marginal probability, and the factor $1[Q(x_C) > 0]$ denotes the indicator function whose value is 1 if $Q(x_C) > 0$; and 0 otherwise.

The next corollary follows immediately from the proof of the lemma.

**Corollary 2.** In the context of the last lemma, the representation of the corresponding Gibbs distribution requires at most $\sum_{C \in C^{\text{max}}} \prod_{j \in C} |A_j| \leq l m^k$ numeric values.

Combining the lemma and the corollary with the fact that local-clique equivalence implies expected-payoff equivalence and that the CE conditions depend only on the expected payoffs, not the individual mixed strategies, leads to the result.

### Structural Properties of Correlated Equilibria

The last theorem implies that, within the expected-payoff equivalence (EPE) class, CE of GMGs induce special behavioral/probabilistic structure which is largely determined by the strategic hypergraph of the game. In particular, if the CE is positive, then, by the Hammersley-Clifford theorem (Theorem 1), it is also an MRF with respect to the prime strategic graph of the game. Hence, we can infer a large variety of global and local conditional independence properties of the behavior of players in any CE, modulo EPE, directly from the graph, without having to look at the specific numerical values of the CE (see, e.g., Dawid and Lauritzen [1993] for more information).

As an example, by the definition of an MRF, it follows that conditioning on the behavior of the neighbors of a player, as well as its neighbor’s neighbors, a player’s behavior in any CE can be made independent of that of the rest of the players in the game during the implementation of the CE, without producing any change on the expected payoff they would have achieved in the original CE. Hence, in the same EPE sense, one can make the player’s behavior conditionally depends on only those of players that are at most “two-steps away” (or what one might call its “immediately extended neighborhood”). By the equivalence of local and global conditional properties, we can extend that statement to say that, if $A$, $B$ and $C$ are three disjoint sets of players such that $C$ separates $A$ from $B$ in the prime strategic graph $G'$ (i.e, every path between $A$ and $B$ in $G'$ passes through $C$), then the behavior of players in $A$ can be made (conditionally) independent of those in $B$ given the behavior of players in $C$.

If the CE is not positive, while we can still represent it compactly, as shown, in general it may not be an MRF. However, we can still infer some of its local, context-sensitive conditional independence properties when the corresponding conditionals are well defined.

In summary, the theorem makes a strong connection between the strategic/payoff structure of the game and the behavioral/probabilistic structure of its equilibria.
Implementing Correlated Equilibria  The connection to Gibbs is also useful for the implementation of the CE. In some cases, depending on structural properties of the prime strategic graph such as the treewidth, this can be done exactly and efficiently (i.e., in polynomial time in the size of the game), by efficiently constructing an equivalent Bayesian network (BN), as shown shortly in the next subsection. We can also use the Gibbs sampler (discussed in a previous section) to obtain samples from Gibbs distributions. In general, the Gibbs sampler provides samples from the CE only in the limit, i.e., after it achieves convergence to the limiting distribution of the corresponding Markov chain. But there are variants of the Gibbs sampler that provide exact samples efficiently in some special cases, such as certain classes of Ising models (see, e.g., Gibbs [2000, 2004], Shiraishi [2007] and the references therein).

5.2 Tractable Computation of Correlated Equilibria

The algorithmic approach presented here builds on many of the same operations used to obtain exact solutions in probabilistic and constraint graphical models via dynamic programming. (This should not be surprising given that the problem of computing equilibria in games is inherently a (continuous) CSP.) Given that most of the techniques used are by now well-known and standard within the graphical model community, the following presentation will assume familiarity with such techniques. The reader can find more information in standard books on AI, as well as other more specific books on the subject (see, e.g., Pearl [1988], Russell and Norvig [2003], Dechter [2003], and the references therein).

Using linearity of expectation, we can simplify the CE conditions in GMGs to obtain the following expression: for all $i, x_i, x_i' 
eq x_i'$,

$$\sum_{C \in \mathcal{C}} \sum_{x_{C-\{i\}}} Q_C(x_i, x_{C-\{i\}}) \phi_C(x_i, x_{C-\{i\}}) \geq \sum_{C \in \mathcal{C}} \sum_{x_{C-\{i\}}} Q_C(x_i, x_{C-\{i\}}) \phi_C(x_i', x_{C-\{i\}}).$$  \quad (4)

Hence, we only need to find local-clique marginals that are (globally) consistent with some full joint distributions. The following theorem, which is an adapted version of Theorem 2.6 in Dawid and Lauritzen [1993] tells us that a sufficient condition for this is to find (locally) pairwise-consistent marginals over the cliques of a decomposable (i.e., triangulated or chordal) graph of the prime strategic graph of the game.

**Theorem 5** ([Dawid and Lauritzen, 1993]). Let $G$ be an undirected decomposable graph and $\mathcal{C}$ be the set of maximal cliques in $G$. For each clique $C \in \mathcal{C}$, let $Q_C$ be some (arbitrary) probability distribution over the variables in $C$. If the $Q_C$’s are (locally) pairwise-consistent then there exists a (globally) consistent joint probability distribution $P$ with the following properties.

1. $P$ is the unique Markov distribution with respect to $G$ such that, for all $C \in \mathcal{C}$, each marginal $P_C(x_C) \equiv \sum_{x_{\bar{C}}} P(x_C, x_{\bar{C}})$ of $P$ over the variables in $C$ equals $Q_C(x_C)$.

2. Let $n$ be the number of variables, $w \equiv \max_{C \in \mathcal{C}} |C|$ be the size of the largest clique in $\mathcal{C}$, $m_i$ be the size of the set of possible values of the random variable indexed by $i$, and denote by $m \equiv \max_i m_i$ the largest such size. We can construct an equivalent Bayesian
network for $P$ whose largest conditional probability table (CPT) is of size at most $s \equiv \max_{C \in C} \prod_{i \in C} m_i \leq m^w$, in time $O(ns) = O(nm^w)$.

The proof of the theorem is in fact based on the construction of the stated Bayesian network (BN), although there it is referred to as a “directed decomposable model” which is well-known to be equivalent. \cite[1993]{DawidLauritzen1993} describes the process in the appendix. For an alternative description, see \cite[Section 3.3]{Pearl1988}. \cite{Ortiz2002} also provides a brief description of this process (Section 3.8.5, page 127).

Hence, if the prime strategic graph $G'$ of the game is already decomposable then we are in a sense done: We just introduce a set of variables that would correspond to marginals over each maximal clique in $G'$ and constraints to make them pairwise consistent. Of course, we would also add any necessary constraints to force the marginals for any clique $C'$ in the prime strategic graph to agree with those for any clique $C$ in the strategic hypergraph that is a strict subset.

If, on the other hand, $G'$ is not decomposable, it is well-known that we can make it so by a process of triangulation, in which we systematically add extra edges to the graph until it becomes decomposable. Let $t$ be the treewidth of $G'$. It is well-known that (1) if $t$ is known, then we can compute a decomposable graph for $G'$ whose largest clique has size $t + 1$ in linear time; and (2) if $t$ is unknown, we can find a $G'$ whose largest clique has size $O(t)$ in time $2^{O(t)}n \log(n)$; or one whose largest clique size is $O(t \log t)$ in polynomial time (see, e.g., \cite{BeckerGeiger2001}, \cite{Reed1992}, and the references therein; see also \cite{Bodlaender2005} for more information on treewidth, including state-of-the-art algorithms and alternative running time bounds).

Thus, let us assume throughout the remainder of the section that $G'$ is a decomposable graph and let $C'$ be its clique set. (Note that by construction, for every $C \in C^{\max}$, there must exist a $C' \in C'$ such that $C \subset C'$.)

We can then set up the following linear feasibility system using information about the decomposable graph $G'$.

- **Variables:** $Q_C(x_C) \geq 0$ for every clique $C \in C^{\max} \cup C'$ and every $x_C \in A_C$

- **Constraints:**
  
  - **CE conditions:** for all $i \in V$, $x_i, x'_i \in A_i$, $x_i \neq x'_i$,
  
    \[
    \sum_{C \in \mathcal{C}, x_{C - \{i\}}} Q_C(x_i, x_{C - \{i\}}) \left( \phi_C(x'_i, x_{C - \{i\}}) - \phi_C(x_i, x_{C - \{i\}}) \right) \leq 0
    \]

\footnote{This result seems to have been rediscovered by \cite{PapadimitriouRoughgarden2008} (see Theorem 6.4).}

\footnote{Note that we can reduce the number of variables by considering only cliques in $C$ if we embed the submarginal condition within the CE conditions. However, that would complicate the expressions for the CE conditions and make the presentation of those expressions more complex.}
• **Pairwise-consistency conditions:** for all \( C, C' \in \mathcal{C} \) such that \( S = C \cap C' \neq \emptyset \), and for all \( x_S \in A_S \),

\[
\sum_{x_{C-C'}} Q_C(x_S, x_{C-S}) = \sum_{x_{C'-C}} Q_{C'}(x_S, x_{C'-S})
\]

• **Normalization conditions:** for all \( C \in \mathcal{C} \),

\[
\sum_{x_C} Q_C(x_C) = 1
\]

• **Submarginal conditions:** for all \( C \in \mathcal{C}^{\text{max}} \) such that there exists \( C' \in \mathcal{C} \) satisfying \( C \subset C' \) and \( C' - C \neq \emptyset \), we need that for all \( x_C \in A_C \),

\[
\sum_{x_{C-C'}} Q_{C'}(x_C, x_{C'-C}) = Q_C(x_C)
\]

In the following discussion, let us denote by \( w = \max_{C \in \mathcal{C}} |C| \) and \( c = |C'| \) the size of the largest clique and the number of cliques in \( G' \), respectively.

The number of variables in the linear system is \( \sum_{C \in \mathcal{C}^{\text{max}}} \prod_{i \in C} |A_i| \leq (l + c) m^w \leq 2l m^w \). The number of CE constraints is \( \sum_{i \in V} |A_i||\{A_i\}| - 1 \leq n m^2 \) and each has size at most \( l m^{k-1} \). The number of pairwise-consistency constraints is \( \sum_{C, C' \in \mathcal{C}, C \cap C' \neq \emptyset} \prod_{i \in C-C'} |A_i| \leq c^2 m^w \) and each has size at most \( 2w \). The number of normalization constraints is \( c \) and each has size at most \( m^w \). The number of submarginal constraints is \( \sum_{C \in \mathcal{C}, C \subset C', C'-C \neq \emptyset} \prod_{i \in C-C'} |A_i| \leq l m^k \). The total size of the submarginal constraints is at most \( l m^w \), and takes time at most \( O(l c) \) to construct. Hence, the total number of constraints is at most \( n m^2 + c^2 m^w + c + l m^k \leq (n + 2l^2) m^w \). The size of the system is at most \( n l m^{k+2} + 2c^2 m^{w+1} + c m^w + l m^w \leq l (n + 2(l + 1)) m^{w+2} \).

The following lemma summarizes the last paragraph.

**Lemma 2.** The linear system presented above has at most \( 2l^2 m^w \) variables and \( (n + 2l^2) m^w \) constraints. Furthermore, the system has size at most \( l (n + 2(l + 1)) m^{w+2} \) and takes at most the same time to construct.

We can apply Theorem 5 with any set of (pairwise-consistent) marginals \( \{Q_C^*\} \) over the cliques of the decomposable graph \( G' \) that are feasible solutions to the linear system above to construct a Bayesian network \( Q^* \). Thus, we obtain the following lemma.

**Lemma 3.** Consider any graphical multi-hypermatrix game and assume a decomposable graph for its prime strategic graph is given. Any feasible solution of the linear system constructed above for the game can be used to construct a Bayesian network for a correlated equilibria of the game. Conversely, for any correlated equilibria of the game, its marginals over the cliques of the decomposable graph are feasible solutions of the linear system.

---

29 These conditions do not need to be over all non-empty intersections of cliques in the prime strategic graph, but only over the separators of a junction tree for (a decomposable version of) the prime strategic graph \( G' \) of the game. The junction tree can be computed efficiently via a maximum spanning tree computation on a weighted graph constructed from \( G' \).

30 Actually, if we embed the submarginal condition within the CE conditions, then the number of variables is \( \sum_{C \in \mathcal{C}^{\text{max}}} \prod_{i \in C} |A_i| \leq c m^w \).
We can then use a linear program with the linear feasibility system above to compute any linear function over the variables of the system (i.e., the marginals over the cliques of the decomposable graph for the prime strategic graph of the game). More generally, we can also apply other non-linear optimization technique to compute more complex functions (i.e., convex, submodular, etc.) over the variables.

The following theorem is the main computational result of the paper, and follows from the discussion above.

**Theorem 6.** Consider any \( n \)-player graphical multi-hypermatrix game with at most \( m \) actions per player. Let \( l \) be the number of hyperedges in the strategic hypergraph of the game and \( t \) the treewidth of its prime strategic graph. There exists an algorithm (based on linear programming) to compute a Bayesian-network correlated equilibria of the game of size at most \( nm^{O(t)} \) in time polynomial in \( n, l, \) and \( m^{O(t)} \).

Let us say that a correlated equilibria \( Q \) is **efficiently implementable** if we can obtain random samples from \( Q \) in polynomial time in the size of the game.\footnote{This definition assumes access to an efficient random number generator that outputs samples uniformly at random from the interval \([0, 1]\) in the real line in polynomial time.} Because it is well-known that we can draw samples from a Bayesian Network (BN) in time \( O(nm) \), any CE represented as a BN is efficiently implementable.

The following is an immediate corollary of the last theorem.

**Corollary 3.** There exists a polynomial time algorithm to compute an efficiently implementable correlated equilibria for any \( n \)-player \( m \)-action graphical multi-hypermatrix game with prime strategic graph of \( O(k + \log(\max(\frac{n l}{m}))) \) treewidth, where \( l \) and \( k \) are the maximum number of local-cliques/hyperedges and the size of the largest local-clique/hyperedge of any player in the game, respectively.

Note that the approach taken here applies to any GMG. The running time however is exponential in the treewidth of the prime strategic graph, thus it is mostly useful when the treewidth is bounded or does not grow too fast, as stated in the last corollary. The same is true for many exact algorithms for probabilistic inference and constraint satisfaction problems in graphical models with arbitrary graphs. Yet, some of those algorithms have still been found effective in practice. It is left open whether one can obtain a polynomial-time guarantee for arbitrary GMGs by adapting the approach presented here.\footnote{Clearly, we would have to sacrifice the generality in that it is unlikely we will be able to compute CE with certain properties efficiently, in light of the hardness result of\cite{papadimitriou2008}. But perhaps there is a sequence of similar linear programs that one could construct online to compute some CE, in the same spirit as the ellipsoid-based algorithm.}

The general approach does suggest possible heuristics. For instance, if the prime strategic graph is not decomposable, and any attempt to find a small decomposable graph for it with a reasonably sized cliques fails, we can just set up the system with a partial set of consistency constraints.\footnote{This is similar to the idea of using marginal-polytope relaxations for MAP estimation in MRFs (see, e.g.,\cite{wainwright} and \cite{jordan} for more information).} We would then obtain a set of local marginals for which, unfortunately, we had no guarantee of global consistency. More problematic is that it is unclear how one would test...
for such consistency in an efficient way. This problem seems similar to the problem of testing whether a set of arbitrary conditional distributions for an MRF are consistent, a requirement for the convergence of the Gibbs sampler. If we could perform this test reasonably fast, then we can keep adding increasingly more complex consistency constraints to the linear program until we find a set of consistent marginals. Unfortunately, the problem of testing consistent marginals is NP-complete [Sontag, 2007]. The general idea is similar to a recent approach to the problem of MAP estimation in MRFs which as been found effective in large instances of the problem [Sontag, 2007; Sontag and Jaakkola, 2007; Sontag et al., 2008b]. Designing new algorithms for CE computation using similar ideas is left for future work.

6 Concluding Remarks

Any insight we can obtain for solving Gibbs potential games, a class of games introduced here, can be translated and may be useful in providing a different perspective on inference problems in MRFs. While a lot of the work in computing equilibria in graphical games has borrowed from work in graphical models, researchers from other fields, specially from classical game theory and economics, may (perhaps indirectly) bring alternative, fresh perspectives to inference problems that would have been hard to view through our current understanding and knowledge of graphical model techniques. Going in the other direction, algorithmic and computational advances for inference problems in MRFs would immediately lead to advances in how we solve a variety of classes of game-theoretic graphical models, including the graphical multi-hypermatrix games introduced here.
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