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Abstract—In recent years, we have witnessed an increasing demand to process big data in numerous applications. It is observed that

there often exist substantial amounts of repetitive data in different portions of a big data repository/dataset for applications such as

genome sequence analyses. In this paper, we present a novel method, called the VA-Store, to reduce the large space requirement for

repetitive data in prevailing genome sequence analysis tasks using k-mers (i.e., subsequences of length k) with multiple k values.

The VA-Store maintains a physical store for one portion of the input dataset (i.e., k0-mers) and supports multiple virtual stores for other

portions of the dataset (i.e., k-mers with k 6¼ k0). Utilizing important relationships among repetitive data, the VA-Store transforms a

given query on a virtual store into one or more queries on the physical store for execution. Both precise and approximate

transformations are considered. Accuracy estimation models for approximate solutions are derived. Query optimization strategies are

suggested to improve query performance. Our experiments using real and synthetic datasets demonstrate that the VA-Store is quite

promising in providing effective storage and efficient query processing for solving a kernel database problem on repetitive big data for

genome sequence analysis applications.

Index Terms—Bioinformatics (genome or protein) databases, data storage representations, query processing, algorithms for data and

knowledge management
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1 INTRODUCTION

THERE is an increasing demand to process big data from
numerous data-intensive applications such as bioinfor-

matics, scientific experiments/simulations, e-commerce,
social media, and cloud computing. Extensive research has
been conducted to deal with challenges faced in all the
phases (e.g., acquisition, cleaning, integration, modeling/
analysis, and interpretation/visualization) of big data proc-
essing [23]. One interesting observation is that there often
exist substantial amounts of repetitive data in different
portions of a big data repository for many applications such
as genome sequence analysis problems in bioinformatics.
Techniques are required to support effective data storage
and efficient query processing for such big data applica-
tions. In this paper, we propose a new virtual approximate
store approach, called the VA-Store, to effectively supporting
repetitive big data for genome sequence analyses. The

working principle of this technique is also applicable to other
application domains.

Biologists have been storing and analyzing massive vol-
ume of genomic data. The European Bioinformatics Institute
(EBI) in Hinxton, UK, one of the world’s largest biology-data
repositories, currently stores 20 petabytes of data and back-
ups about genes, proteins and small molecules, where geno-
mic data accounts for 2 petabytes and grows at a rate more
than double every year [36]. The rapid growth of genomic
data is attributed to the vast increase in DNA sequencing
capacity over the last decade. Due to the next-generation
sequencing technologies, researchers can now conduct
whole-genome sequencing and generate a huge volume of
genome sequencing data. Efficient computational analysis of
genome sequencing data becomes a fast-growing challenge.

Over the last decade, a wide variety of (genome) se-
quence analysis approaches have been developed that make
use of fixed-length subsequences, called k-mers (where k is
the length), obtained from reads (i.e., short fragments) gen-
erated by a sequencer (machine) such as Illumina [26] for a
target genome. Fig. 1 illustrates how a genome sequence
read is decomposed into a set of shifted k-mers with k ¼ 5.

One example sequence analysis problem that can be solved
by using k-mers is local alignment searching. The goal of the
problem is to compare a query sequence (read) q with a set S
of sequences (reads) and identify those reads in S that resem-
ble q. The popular BLAST approach [2], [5] to solving this
problemworks as follows: (1) decompose q and each read inS
into shifted k-mers for a fixed length k; (2) locate common
k-mers between q and a (hit) read r in S; (3) extend qualified

� X. Liu and Q. Zhu are with the Department of Computer and Information
Science, University of Michigan - Dearborn, Dearborn, MI 48128.
E-mail: xyliu.365@gmail.com, qzhu@umich.edu.

� S. Pramanik is with the Department of Computer Science and Engineering,
Michigan State University, East Lansing,MI 48824.
E-mail: pramanik@cse.msu.edu.

� C.T. Brown is with the Genome Center, University of California, Davis,
CA 95616. E-mail: ctbrown@ucdavis.edu.

� G. Qian is with the Department of Computer Science, University of Central
Oklahoma, Edmond, OK 73034. E-mail: gqian@ucok.edu.

Manuscript received 27 May 2016; revised 29 Sept. 2018; accepted 23 Nov.
2018. Date of publication 11 Dec. 2018; date of current version 4 Feb. 2020.
(Corresponding author: Qiang Zhu.)
Recommended for acceptance by Y. Zhang.
Digital Object Identifier no. 10.1109/TKDE.2018.2885952

602 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 32, NO. 3, MARCH 2020

1041-4347� 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht_tps://www.ieee.org/publications/rights/index.html for more information.

https://orcid.org/0000-0002-5658-5875
https://orcid.org/0000-0002-5658-5875
https://orcid.org/0000-0002-5658-5875
https://orcid.org/0000-0002-5658-5875
https://orcid.org/0000-0002-5658-5875
https://orcid.org/0000-0001-7094-9236
https://orcid.org/0000-0001-7094-9236
https://orcid.org/0000-0001-7094-9236
https://orcid.org/0000-0001-7094-9236
https://orcid.org/0000-0001-7094-9236
mailto:
mailto:
mailto:
mailto:
mailto:


k-mers from (2) to determine the similarity between q and r
using a scoring matrix; (4) include r in the returned query
result if its score exceeds a specified threshold.

Another sequence analysis problem that can be solved
by using k-mers is the sequence assembly of a set S of
reads for a target genome into longer contiguous (sub-)
sequences, called contigs, in the genome. The basic idea of
the de Bruijn graph-based assembly approach [12] works as
follows: (1) decompose each read in S into shifted k-mers
for a fixed length k; (2) construct a de Bruijn graph for
the k-mers obtained from (1), which represents overlaps
among all the k-mers; (3) traverse the graph to determine
all the contigs or identify a particular contig that contains a
given k-mer.

There are many other sequence analysis problems that
can be solved by utilizing k-mers, such as terminus search-
ing [10] and sequencing error correction [21]. The goal of
terminus searching is to identify the genome sequences
(reads) that end with a given terminus (k-mer) a, which can
be realized by searching a in the set of k-mers that appear at
the tail of each interesting genome sequence (read) from a
given repository. The goal of sequencing error correction is
to detect a possibly erroneous letter/base at a suspicious
position in a read that was produced by a sequencer such as
Illumina. Since each position in a target genome sequence is
typically covered by a number (e.g., 20) of reads generated
from the sequencing, the possibly erroneous letter at posi-
tion p from read r can be verified as follows: (1) decompose
all the reads into k-mers for a fixed length k; (2) count the
frequencies of two k-mers a1 and a2, where a1 and a2 are
the same except having different letters at position p; (3) if
the frequency of a1 is much smaller than that of a2, we may
conclude that the read containing a1 has an erroneous letter
at position p and the correct letter at position p is most likely
the letter from a2 at position p. To improve the accuracy, all
the shifted k-mers overlapping with the position p could be
used in (2) and a comprehensive cross-examining voting
scheme could be applied in (3) [15], [16]. Once an erroneous
letter is found, the correction is just a matter of replacing the
erroneous letter by the correct one.

We notice that all of the above genome sequence analysis
problems/applications contain the following Kernel Data-
base Problem (KDBPk): search a query k-mer q in a given set
Vk of k-mers, where each k-mer a in Vk is associated with
some metadata (e.g., annotations) u, and return the meta-
data associated with q if it is found in Vk.

What metadata u is depends on the underlying applica-
tion. For example, u is the id(s) of the read(s) containing a
for the applications of local alignment searching and termi-
nus searching; u is the frequency of a in the reads for the
application of sequencing error correction; u is the id of the
node in the de Bruijn graph representing a and the id(s) of
the associated read(s) for the application of sequence assem-
bly. Once the metadata associated with the query k-mer(s) is
returned, the corresponding application (e.g., sequencing
error correction) needs to further process them (e.g.,

applying a voting mechanism for sequencing error correc-
tion [15]) to finish its task.

Most existing methods for genome sequence analysis
applications adopt an in-memory structure (e.g., hash table,
suffix tree, etc.) to solve the above KDBP problem, which
requires huge memory space and does not scale well. Fur-
thermore, most existing techniques were developed to sup-
port only one set Vk of k-mers for a single pre-determined
length k. On the other hand, many sequence analysis prob-
lems are very sensitive to the choice of k for Vk. For exam-
ple, for the local alignment searching problem, using k-mers
with a small k might yield some useless hit reads for the
final expensive alignment process, while using k-mers with
a large k could cause some useful reads to be missing in the
result although the processing might be more efficient. For
the sequence assembly problem, using k-mers with a small
k might make the resulting de Bruijn graph include more
spurious edges and nodes, while using k-mers with a large
kmight make the graph become sparse and possibly discon-
nected. For the terminus searching problem, terminuses
(k-mers) with different lengths may contain important infor-
mation (e.g., age information in human genomes). For the
sequencing error correction problem, using k-mers with a
large k might help more accurately detect errors in the mid-
dle of a read, while using k-mers with a small k might help
better detect errors near the boundaries of a read.

A straightforward approach to overcoming the limita-
tions of a single-k technique is to store multiple sets of
k-mers with different k values/lengths, e.g., Vm,
Vmþ1; . . .VmþM�1 (m � 1; M > 1). This approach would
allow a user to choose a proper Vk (m � k � mþM � 1) to
use for his/her application based on his/her specific
requirements (e.g., efficiency versus accuracy). It would
also allow one to develop techniques to utilize the results
obtained from using multiple Vk’s to improve quality of the
final result [30]. However, this approach would require a
large amount of space for its storage.

To overcome this difficulty, we notice that every k-mer in
Vk is actually contained in at least one k0-mer in Vk0 for
k � k0, assuming Vk and Vk0 are obtained from the same set
of reads. Hence, data inVk is largely repetitive ifVk0 already
exists. Physically storing multiple sets of k-mers clearly does
not use space effectively. On the other hand, it is hard to
determine what the maximum k0 is and the space needed to
store Vk0 typically grows as k0 increases.

In this paper, we propose a new virtual store approach to
tackling the above problem. The key idea is to use only one
physical store to physically store set Vk0 for one k0
(m � k0 � mþM � 1) and use virtual stores to logically
(virtually) store the other useful sets Vk for all k 6¼ k0 and
m � k � mþM � 1 (see Fig. 2). The parameters m and M
depend on the underlying sequence analysis application.
We can view the union of all Vi’s (m � i � mþM � 1) as
the user’s big dataset and various Vi’s as different portions
of the dataset.

A major challenge to realize the above approach is how
to solve a given KDBPk (problem) on a virtually existing
store Vk by using the physically existing store Vk0 . As we
will see later, an KDBPk can actually be transformed into
a set of KDBPk0 ’s on Vk0 that produces the same result as
if KDBPk were solved by directly using Vk when k � k0.
However, when k > k0, an KDBPk can be transformed
only into a set of KDBPk0 ’s on Vk0 that usually produces
an approximate result/solution for KDBPk. This is

Fig. 1. Shifted k-mers for a genome sequence read.
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acceptable since genome sequence analysis problems typi-
cally seek approximate solutions in practice [12], [15],
[21]. Note that an approximate solution in general may
contain both false positives and false negatives, while
an approximate solution produced by our method has no
false negatives; that is, it can only have false positives (if
any). In other words, true answers (e.g., reads matching a
given query k-mer) are guaranteed to be included in our
approximate solution.

In the subsequent sections of this paper, we will present
the transformations in various cases, derive accuracy esti-
mation models when approximate solutions are obtained,
suggest query optimization strategies for query processing
based on transformations, and present experimental eval-
uations. We utilize and extend the BoND-tree, which is a
special index structure recently introduced by Chen et al.
in [10] for processing box queries on genome sequencing
data, to support efficient disk-based accesses for the
physical store. Note that the focus of this work is on the
higher level query transformations/optimization rather
than the lower level implementation of the physical store.
The BoND-tree implementation here can be replaced by
any feasible method such as a Hadoop/MapReduce-based
implementation.

The rest of this paper is organized as follows. Section 2
discusses the related work. Section 3 gives an overview of
the concepts and notation needed by subsequent sections.
Section 4 presents the technical details of our method incl-
uding KDBP transformations, accuracy estimations, and
query optimization. Section 5 reports the experimental
results. Section 6 concludes the paper and highlights some
future research directions.

2 RELATED WORK

Asmentioned earlier, most existing sequence analysis techni-
ques were introduced based on k-mers of a single length k.
For example, the BLAST-family tools [2], [5], [27], [38] were
proposed for the local alignment searching application; the de
Bruijn Graph method [12], the probabilistic de Bruijn Graph
method [29], and the sparse bivector method [13] were sug-
gested for the sequence assembly application; the Quake
method [21] and several related k-mer counting tools such as

Tallymer [34], Jellyfish [17] and DSK [18] were developed for
the sequencing error correction application; and so on.

For a single-k technique, choosing an appropriate k value
is crucial. Methods to choose such a k value were suggested
[11], [21]. However, as mentioned earlier, using a single k
value can never serve all scenarios well. To tackle the chal-
lenge for choosing a single optimal k value, researchers sug-
gested several techniques to utilize multiple sets of k-mers
for several k values [3], [30]. Unfortunately, space was not
effectively used in these methods due to existence of large
repetitive data. Boucher et al. [4] suggested a data structure
to represent the de Bruijn graph GKmax for a given maximum
Kmax and presented algorithms to perform a sequence
assembly task on a de Bruijn graph Gk for any k � Kmax,
which is the most related work that we found in the litera-
ture. The main differences between their work and ours are:
(1) their technique is restricted to a specific data structure
(i.e., the de Bruijn graph) for a specific application (i.e., the
sequence assembly problem), while our work considers the
generic kernel DB problem that can be applied to a number
of sequence analysis applications; (2) their technique cannot
support a data structure (i.e., de Bruijn graph) Gk for
k > Kmax, while our method supports a virtual store Vk

that has a k length either smaller or larger than the k0 length
for the physical store Vk0 , i.e., both k < k0 and k > k0 are
supported (see Fig. 2); (3) their method supports precise sol-
utions only, while our work considers both precise and
approximate solutions. To our knowledge, our work is the
first of this type in the field.

Muchwork on indexing similar DNA sequences and string
databases has been reported in the literature including [6], [7],
[19], [20]. Most of them are memory based. Kahveci et al. [20]
proposed a wavelet-based method to map substrings of a
given database into a multidimensional integer space. They
then introduced an in-memory index structure using mini-
mum bounding rectangles for wavelet coefficients to prune a
significant portion of the database from consideration when
evaluating a given query. While this technique provides fast
filtering and avoids false negatives, the cost for refining the
final query result is still high. Furthermore, this technique
was designed for a limited number of long strings/sequences
since each string requires a separate index tree in their struc-
ture, which is not suitable for our sequence analysis applica-
tions that usually have to deal with a large number of reads
(sequences). Cao et al. [7] proposed a distance-based sequence
indexing method (DSIM) to use reference words and relative
distances to compress a data sequence by representing neigh-
bor overlapping k-mers of a fixed length in an index structure.
However, this method does not support multiple lengths of
k-mers. Cao et al. [6] presented a two-level (i.e., a hash table
and c-trees) index for indexing DNA sequences efficiently
based on k-mers to facilitate similarity searches. However,
this method does not support multiple lengths of k-mers
either. Huang et al. [19] proposed a scheme based on
Burrows-Wheeler Transform and suffix arrays to index DNA
sequences having some common segments. Although this
scheme is space effective, it is only suitable for nearby over-
lapping reads/sequences and was not designed to handle a
large number of (overlapping and non-overlapping) reads
obtained for a long target DNA sequence as in our sequence
analysis applications. Our work aims at supporting sequence
analysis applications using k-mers of multiple lengths
extracted from a large number of sequencing reads for a long
target genome sequence(s). On the other hand, our work

Fig. 2. Physical and virtual stores.
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focuses on studying higher level query transformations/opti-
mization rather than a lower level indexing structure.

As mentioned earlier, researchers have been studying
numerous issues in big data processing [23]. In particular,
techniques have been developed to tackle the challenges for
big data storage [24]. Chang et al. [8] introduced a distrib-
uted storage system, called the Bigtable, for managing large
structured/semi-structured data. Akshay et al. [1] sug-
gested supporting local storage in addition to networked
storage in cloud systems so as to provide efficient support
for Hadoop and other big data environments. Steinmaurer
et al. [35] considered combining stream processing engines
and big data storages for data analysis. Chen et al. [9] pro-
posed a multilevel active storage for big data applications in
high performance computing, which supports not only
read-intensive operations but also write-intensive opera-
tions as well as complex operations with considerable com-
puting demands. However, none of the techniques consider
an approximate virtual storage that utilizes the relation-
ships among repetitive data to improve the space effective-
ness and query efficiency as we do here.

3 PRELIMINARIES

Conceptually, a genome sequence h is a series of letters
(bases) from alphabet D ¼ fA;G; T;Cg, where letters A, G,
T , C have no natural ordering among them. To obtain such
a genome sequence in practice, a biologist typically uses a
sequencer (e.g., Illumina) to generate reads (i.e., short frag-
ments) of h from a target genome sample. Such a read may
contain errors at some positions [21]. To reduce the effect of
such sequencing errors, one usually uses multiple reads to
cover each position of a genome sequence.

Reads are typically still too long to be efficiently analyzed/
processed. To achieve an efficient sequence analysis, one can
extract from each read subsequences with a fixed length k,
called k-mers (see Fig. 1). Each k-mer a is typically associated
with a piece ofmetadata u about the relevant read(s).Without
loss of generality, in this paper, we assume that u is the list of
ids for the reads containing a. Additional metadata (if any)
can be accessed indirectly via the read ids in u. As mentioned
earlier, numerous sequence analysis tasks can be performed
by using k-mers with relevant metadata.

Note that there are two types of genome sequencing in
biological sequence analyses: single-read sequencing and
paired-end sequencing. Conventional single-read sequencing
produces reads in one orientation (i.e., forward), while con-
temporary paired-end sequencing produces reads in both
forward and reverse (complement) orientations. For simplic-
ity, we assume that the input reads are given in one orienta-
tion (i.e., using reads from single-read sequencing or forward
reads only from paired-end sequencing) in this paper. To
handle both forward and reverse reads from paired-end
sequencing, one could adopt the approach of using canonical
representations of k-mers from the reads [15]. Specifically,
when the shifted k-mers obtained from the input sequencing
reads (in either orientation) are inserted into the physical
store Vk0 of the VA-store, the canonical representation of
each k-mer, which is either the k-mer itself or its reversed
complement, is calculated and inserted into Vk0 . In other
words, only one from each pair of (forward and reverse com-
plement) k-mers is stored inVk0 .

The Kernel Database Problem (KDBPk) on a set Vk of
k-mers is defined as follows: given a query k-mer q and the

set Vk of k-mers obtained from a given set S of reads for a
genome analysis application, find the following result set:

RðqÞ ¼ fx j x ¼ r:id ð9r 2 Sð9a 2 Vk

ðr w a ^ a ¼ qÞÞÞg; (1)

where r:id is the id of read r and r w a denotes that k-mer a is
contained in read r. Informally, the above KDBPk is to per-
form a query, called the k-mer query,1 to search the given
k-mer q in Vk and return the set of ids of the reads in S that
contain q if q is found in Vk. A challenge is how to process
k-mer query q on a virtual store Vk (i.e., KDBPk) by perform-
ing one or more k0-mer queries on physical Vk0 (i.e.,
KDBPk0 ’s). This is the issue to be discussed in the next section.

As pointed by Qian et al. in [31], each k-mer can be viewed
as a vector in a k-dimensional Non-ordered Discrete
Data Space (NDDS): Gk ¼ D1 �D2 � � � � �Dk, where
Di ¼ fA;G; T;Cg (1 � i � k) is the alphabet on the ith dimen-
sion. Hence, Vk is a dataset from Gk (i.e.,Vk � Gk). A discrete
box/rectangle R in Gk is defined as R ¼ S1 � S2 � � � � � Sk,
where Si � Di. The area of rectangle R is defined as
jRj ¼Qk

i¼1 jSij, where jSij (i.e., the cardinality) is called the
edge length of R along dimension i. For a set of vectors, their
minimum bounding box is the smallest box that contains
all the vectors. More concepts about an NDDS can be found
in [31], [32], [33].

For a given box b, its corresponding box query qðbÞ on a
set V of vectors in an NDDS retrieves all the vectors from V
that are within box b. As we will see, we can group multiple
(exact) k-mer queries into a box query to achieve improved
performance.

To efficiently process a box query on a large k-mer set on
disk, we utilize and extend the BoND-tree (i.e., an index
structure recently introduced by Chen et al. [10] to effi-
ciently support box queries in an NDDS) to implement the
physical store Vk0 . The structure of the BoND-tree is similar
to that of the R*-tree, except that the discrete geometric con-
cepts (e.g., discrete rectangle/box) in an NDDS are used.
Special heuristics for splitting overflown nodes that utilize
the characteristics of an NDDS to achieve improved perfor-
mance are adopted. For our application, k0-mers in Vk0 are
saved in the leaf nodes and each k0-mer is associated with a
pointer pointing to a list of read ids that are stored in one or
more linked pages.

4 THE VA-STORE METHOD

To process a k-mer query on a virtual store, we need to
transform it into one or more k0-mer queries on the physical
store. In this section, we present such transformations for
both k < k0 and k > k0, derive accuracy estimation models
for approximate transformations (i.e., k > k0), and discuss
query optimization strategies for the transformed queries.

4.1 Query Transformations Between Virtual and
Physical Stores

Assume that we want to perform a k-mer query qðkÞ ¼
a1a2 . . . ak on virtual store Vk (k 6¼ k0). Since Vk does not
physically exist, we have to obtain the result of query qðkÞ by

1. In the rest of the paper, we refer a k-mer query to the query search-
ing for a k-mer and refer a query k-mer to the k-mer representing a
query. When it is not confusing, we will not distinguish a k-mer query
and its corresponding k-mer.
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running one or more transformed k0-mer queries on physi-
cal store Vk0 .

4.1.1 Transformation for Case k � k0
Let us consider k < k0 first. Let u ¼ k0 � k. We notice that, if
we use a k0-mer qðk0Þ that contains qðkÞ as a k0-mer query run
on Vk0 , the result set Rðqðk0ÞÞ of query qðk0Þ on Vk0 is con-
tained in the result set RðqðkÞÞ of query qðkÞ on Vk. This is

because, if the id of a read r is in Rðqðk0ÞÞ, it must also be in

RðqðkÞÞ, which is based on the fact that, if r w qðk0Þ is true,

r w qðkÞ must also be true since qðk0Þ w qðkÞ.
Let

Qk0 ¼ f x1x2 . . .xsa1a2 . . . akxsþ1 . . .xu j u ¼ k0 � k

^ 0 � s � u ^ xi 2 fA;G; T;Cg ^ 1 � i � u g: (2)

This is the set of all the k0-mers that contain query k-mer
qðkÞ ¼ a1a2 . . . ak. Note that a k0-mer in Qk0 becomes
a1a2 . . . akx1 . . .xu (or x1x2 . . .xua1a2 . . . ak) when s ¼ 0 (or u).

From the previous analysis, we have

RðqðkÞÞ 	 qðk0Þ2Qk0

[
Rðqðk0ÞÞ: (3)

On the other hand, if the id of a read r is in RðqðkÞÞ, we have
r w qðkÞ. Since the length of r must be at least k0, there exists
qðk0Þ 2 Qk0 such that r w qðk0Þ. Hence, the id of r is also con-
tained in Rðqðk0ÞÞ. Thus, we have

RðqðkÞÞ ¼qðk0Þ2Qk0

[
Rðqðk0ÞÞ: (4)

Eq. (4) indicates that the result of k-mer query qðkÞ on virtual
store Vk can be obtained by taking a union of the results of
k0-mer queries using each qðk0Þ 2 Qk0 on physical store Vk0 .
In other words, the original KDBPk on Vk can be trans-
formed into jQk0 j ¼ ðu þ 1Þ4u number of KDBPk0 ’s on Vk0 if
k < k0. Therefore, Eq. (4) is the transformation from the vir-
tual store to the physical store when k < k0.

To improve efficiency, each group of 4u related (exact)
k0-mer queries of the form: x1x2 . . .xsa1a2 . . . akxsþ1 . . .xu,
where xi 2 fA;G; T; Cg, 1 � i � u and 0 � s � u, can be

combined into one box query bqðk0Þs with the following box:

X �X � � � � �X|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
s sets

�fa1g � fa2g � � � � � fakg �X � � � � �X|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
ðu�sÞ sets

;

where X ¼ fA;G; T;Cg and 0 � s � u. Hence, we only need
to execute ðu þ 1Þ box queries on Vk0 instead of ðu þ 1Þ4u
exact queries. In other words, we apply the following for-
mula to implement the transformation given by Eq. (4) for
k < k0

RðqðkÞÞ ¼ 0�s�u
[

Rðbqðk0Þs Þ; (5)

which can significantly reduce total query processing
latency and increase shared disk accesses. The processing of
box queries could be further improved by utilizing an effi-
cient access method for box queries such as the BoND-tree.

For example, if we want to get the result of a 3-mer
query qð3Þ ¼ AGT on virtual store V3 (i.e., k ¼ 3), we per-
form three box queries with the following three boxes:
fAg � fGg � fTg �X �X, X � fAg � fGg � fTg �X, and
X �X � fAg � fGg � fTg, respectively, on physical store
V5 (i.e., k0 ¼ 5) and return the union of the results of these
box queries as the result of qð3Þ. If we use Eq. (4) to get the
same result, we would have to perform 48 (exact) 3-mer
queries.

4.1.2 Transformation for Case k > k0
Now let us consider k > k0. Let d ¼ k� k0. In this case, we
decompose the given k-mer query qðkÞ ¼ a1a2 . . . ak on virtual

store Vk into dþ 1 shifted k0-mer queries: q
ðk0Þ
1 ¼ a1a2 . . . ak0 ,

q
ðk0Þ
2 ¼ a2a3 . . . ak0þ1; . . . . . . ; q

ðk0Þ
dþ1 ¼ adþ1adþ2 . . . ak on physical

store Vk0 . If the id of read r is in the result RðqðkÞÞ of k-mer

query qðkÞ, it must be in the result Rðqðk0Þi Þ of each k0-mer

query q
ðk0Þ
i (1 � i � dþ 1). This is because, if r w qðkÞ is true,

r w q
ðk0Þ
i must also be true for every 1 � i � dþ 1 since

qðkÞ w q
ðk0Þ
i (see q

ðk0Þ
i ’s as shown below read r in Fig. 3). Thus,

we have

RðqðkÞÞ � 1�i�dþ1
\

Rðqðk0Þi Þ: (6)

On the other hand, if the id of read r is in the resultRðqðk0Þi Þ of
q
ðk0Þ
i for every 1 � i � dþ 1, the id of r is not necessarily also

in the result RðqðkÞÞ of qðkÞ. The id of r is in RðqðkÞÞ only for

the case when q
ðk0Þ
i ’s are aligned in the shifted fashion as

shown below read r in Fig. 3. There are many other cases
(e.g., q

ðk0Þ
i ’s as shown above read r in Fig. 3) in which the id

of r is not in RðqðkÞÞ. In other words, the two sides of Eq. (6)
are not equal to each other. However, since the desired result
(i.e., the left hand side) is contained in the right hand side,
we use the right hand side as an approximate solution/
result for given query qðkÞ. Hence, our transformation for
k > k0 is given by the following equation:

RðqðkÞÞ ¼: 1�i�dþ1
\

Rðqðk0Þi Þ: (7)

Since the approximate result/solution from (7) contains no
false negatives, it is more useful than general approximate
solutions sought by typical genome sequence analysis appli-
cations. In fact, the right hand side of Eq. (7) represents an
optimal approximate solution for qðkÞ when using k0-mer
queries on Vk0 . This is because missing any q

k0
i might cause

the approximate solution to include more unqualified read
ids, resulting in a larger size and a lower accuracy.

Let us consider an example of applying Eq. (7), which
also illustrates the two cases of Fig. 3. Assume that we want
to get the result of a 6-mer query qð6Þ ¼ GATACT on virtual
store V6 (i.e., k ¼ 6). We perform the following two 5-mer

queries: q
ð5Þ
1 ¼ GATAC and q

ð5Þ
2 ¼ ATACT on physical store

V5 (i.e., k0 ¼ 5) and return the intersection of the results of
these two 5-mer queries as the approximate result of the
original 6-mer query qð6Þ. Let us first consider read
r1 ¼ ATGTGATACTGGTA. r1 will be included in the

result of query qð6Þ because it contains both the 5-mers of q
ð5Þ
1

Fig. 3. Alignment scenarios for k > k0.
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and q
ð5Þ
2 (see the bold-faced and underlined subsequence in

r1). r1 represents a true positive since it indeed contains the
6-mer of qð6Þ (an example of the lower shifted overlapping
case in Fig. 3). Now let us consider another read
r2 ¼ GAGATACAATACTT . r2 will also be included in
the result of query qð6Þ because it contains both the 5-mers of
q
ð5Þ
1 and q

ð5Þ
2 (see the bold-faced and underlined subsequence

in r2). However, r2 represents a false positive since it does
not contain the 6-mer of qð6Þ (an example of the upper non-
overlapping case in Fig. 3).

4.2 Query Accuracy Estimation
As mentioned in Section 4.1, when k > k0 (� 1), an approxi-
mate solution to problem KDBPk on virtual store Vk is usu-
ally obtained when physical store Vk0 is used to solve the
problem. In this case, it is desired to estimate the accuracy
of such an approximate solution. In this section, we discuss
how to estimate the accuracy. For simplicity, we assume
that the reads in a given input genomic dataset are of the
same length in the following discussion.

4.2.1 Accuracy Estimation Model for Case k ¼ k0 þ 1

Let us first consider the case when k ¼ k0 þ 1. Let qðkÞ be the
target query k-mer on virtual storeVk, and q

ðk�1Þ
1 , q

ðk�1Þ
2 be the

two shifted ðk� 1Þ-mers (i.e., k0-mers) of qðkÞ. Let rðiÞ be a

read for which there is a way to align q
ðk�1Þ
1 and q

ðk�1Þ
2 with rðiÞ

and the distance between q
ðk�1Þ
1 and q

ðk�1Þ
2 in rðiÞ is i ¼ p2 � p1,

where p1 and p2 are the positions for the first letters of q
ðk�1Þ
1

and q
ðk�1Þ
2 in rðiÞ, respectively. We call rðiÞ an instantiated read

with distance i for q
ðk�1Þ
1 and q

ðk�1Þ
2 . LetDðiÞ be the number of

distinct positions in read rðiÞ that are covered by q
ðk�1Þ
1 and/or

q
ðk�1Þ
2 when q

ðk�1Þ
1 and q

ðk�1Þ
2 are aligned/instantiated with

rðiÞ. Let T ðiÞ be the number of such possible reads rðiÞ. Let R
(� k) be the length of each read in an input genomic dataset.
Fig. 4 illustrates these parameters.

In general, for jij � R� ðk� 1Þ, we have

DðiÞ ¼ k� 1þ jij if jij � ðk� 2Þ;
2ðk� 1Þ if jij � ðk� 1Þ:

�
(8)

Since the result of query qðkÞ on virtual store Vk consists
of all the instantiated reads with distance 1 (i.e., rð1Þ; see the

case as shown below read r in Fig. 3 for d ¼ 1) and T ð1Þ is
the number of such reads, the (average) accuracy rate
�ðk; k0Þ of the approximate solution to KDBPk using physical
store Vk0 for k ¼ k0 þ 1 can be estimated as

�ðk; k0Þ ¼ T ð1Þ=Tall; (9)

where

Tall ¼
XR�ðk�1Þ

i¼�ðR�ðk�1ÞÞ
T ðiÞ ¼ Tseparate þ Toverlap; (10)

Tseparate ¼
X�ðk�1Þ

i¼�ðR�ðk�1ÞÞ
T ðiÞ þ

XR�ðk�1Þ

i¼ðk�1Þ
T ðiÞ; (11)

Toverlap ¼
X�1

i¼�ðk�2Þ
T ðiÞ þ T ð0Þ þ

X1
i¼ðk�2Þ

T ðiÞ: (12)

Here Tseparate and Toverlap are the numbers of instantiated
reads with q

ðk�1Þ
1 and q

ðk�1Þ
2 being non-overlapped

(jij � k� 1) and overlapped (jij � k� 2), respectively. Our
goal is to derive the estimation formulas for Tseparate and
Toverlap so that the accuracy (rate) can be estimated using
Eq. (9).

To estimate Tseparate for jij � k� 1 (see Fig. 4) , we have

T ðiÞ ¼: ðR� ðk� 1þ jijÞ þ 1Þ4R�DðiÞ

¼ ðR� k� jij þ 2Þ4R�DðiÞ;
(13)

since there are ðR�DðiÞÞ free positions, each of which can
take any of four letters in D ¼ fA;G; T;Cg, for a possible
read rðiÞ that can be instantiated by q

ðk�1Þ
1 and q

ðk�1Þ
2 with dis-

tance i, and there are ðR� ðk� 1þ jijÞ þ 1Þ ways to place
q
ðk�1Þ
1 and q

ðk�1Þ
2 with distance i in rðiÞ.

From (8), (11) and (13), we have

Tseparate ¼: 2
XR�ðk�1Þ

ðk�1Þ
ðR� k� iþ 2Þ4R�2ðk�1Þ

¼ ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ:

(14)

To estimate Toverlap for jij � k� 2 (see Fig. 4), we notice
that T ðiÞ may be 0 for many i’s within the range. This is

because q
ðk�1Þ
1 and q

ðk�1Þ
2 are taken from the same given

query k-mer qðkÞ. Assume qðkÞ ¼ a1a2a3 . . . ak�1ak, then

q
ðk�1Þ
1 ¼ a1a2a3 . . . ak�1 and q

ðk�1Þ
2 ¼ a2a3 . . . ak�1ak. The natu-

ral distance between q
ðk�1Þ
1 and q

ðk�1Þ
2 is i = 1. Unless qðkÞ con-

tains a special periodic pattern, it is usually impossible to

align/instantiate q
ðk�1Þ
1 and q

ðk�1Þ
2 with a read rðiÞ for distance

i 6¼ 1 ( jij � k� 2).
For example, to have a feasible instantiation for i ¼ 2,

we must have a2 ¼ a3 ¼ a4 ¼ � � � ¼ ak�1 ¼ b1, i.e., q
ðkÞ ¼

a1b1b1 . . . b1ak. In this case, we say that qðkÞ has a period length
1. To have a feasible instantiation for i ¼ 3, we must have
a2 ¼ a4 ¼ b1, a3 ¼ a5 ¼ b2, a4 ¼ a6 ¼ b1, a5 ¼ a7 ¼ b2; . . . ;
ak�1 ¼ b1 (or b2), i.e., qðkÞ ¼ a1b1b2b1b2 . . . ðb1jb2Þak, where
ðb1jb2Þ indicates either b1 or b2. In this case, we say that qðkÞ

has a period length 2. In general, to have a feasible in-
stantiation for i ¼ cþ 1, we must have a2 ¼ acþ2 ¼ b1,
a3 ¼ acþ3 ¼ b2; . . . ; acþ1 ¼ a2cþ1 ¼ bc; acþ2 ¼ a2cþ2 ¼ b1: . . . ;
ak�1 ¼ ðb1jb2j � � � jbcÞ, i.e., qðkÞ ¼ a1ðb1b2 . . . bcÞmb1b2 . . . btak,
where ðb1b2 . . . bcÞm indicates that period b1b1 . . . bc is repeated

Fig. 4. Accuracy estimation parameters.
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m (� 2) times,m ¼ bðk� 2Þ=cc, and t ¼ ðk� 2Þ mod c. In this
case, we say that qðkÞ has a period length c. Note that b1b2 . . . bt
is empty if t ¼ 0.

We have three observations. First, periodic patterns
can be found in real genomic datasets. Hence, estimation
formulas need to be developed to handle the situations in
which a periodic pattern is contained in a query k-mer.
Second, qðkÞ may contain nested periods of multiple
lengths. For example, a period “AG” of length 2 is nested
in a period “AGAG” of length 4. To avoid double count-
ing, we consider the minimum period only for a given

query k-mer if nested periods exist. Third, q
ðk�1Þ
1 and q

ðk�1Þ
2

of a periodic qðkÞ may be aligned with each other multiple
times by shifting q

ðk�1Þ
2 one or more periods to the left or

to the right with respect to q
ðk�1Þ
1 . It is noted that a right

shifting is always feasible. However, it may not be true
for the left shifting. Different shiftabilities have different
effects on the accuracy estimation formulas. We consider
various scenarios as follows.

Scenario 1. Right shiftable only and having a stop letter at
the right end, i.e., qðkÞ ¼ a1ðb1b2 . . . bcÞmb1b2 . . . btak, where
c � 1, c > t,m � 2, and stop letter ak 6¼ btþ1.

Since there is a stop letter ak at the right end of qðkÞ, qðk�1Þ
2

is generally not alignable with q
ðk�1Þ
1 when it is shifted to the

left for any distance i 2 ½�ðk� 2Þ; 0
 from its natural posi-

tion with distance i = 1 (see Fig. 5). Hence, we have T ðiÞ ¼ 0

for i 2 ½�ðk� 2Þ; 0
. On the other hand, if q
ðk�1Þ
2 is shifted to

the right for a distance that is not a multiple of period length

c, i.e., i > 1 and i 6¼ 1þ j � c (1 � j � m), it is usually not

alignable with q
ðk�1Þ
1 . Thus, we also have T ðiÞ ¼ 0 for such

i’s. T ðiÞ 6¼ 0 only if q
ðk�1Þ
2 is shifted to the right for a distance

j � c from its natural position with i ¼ 1. Since stop letter ak

is at the right end of q
ðk�1Þ
2 , instantiated reads rð1þj1�cÞ and

rð1þj2�cÞ are different if j1 6¼ j2. Therefore, we have

Toverlap ¼: T ð1Þ þ
Xm
j¼1

T ð1þ j � cÞ ¼
Xm
j¼0

T ð1þ j � cÞ: (15)

Note that estimation formula (13) can still be used for
i ¼ 1þ j � c (0 � j � m). From (8), (9), (10), (13), (14) and
(15), the query accuracy can be estimated as follows:

�ðk; k0Þ ¼: ðR� kþ 1Þ4R�k="
ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ

þ
Xm
j¼0

ðR� k� j � cþ 1Þ4R�ðkþj�cÞ
#

¼: ðR� kþ 1Þð1� 4�cÞ=
½ðR� 2k� 1ÞðR� 2kþ 4Þ4�kþ2ð1� 4�cÞ
þ ðR� kþ 1Þð1� 4�kþ2�cÞ�
c � 4�cð1� 4�kþ2Þ=ð1� 4�cÞ
þ ðk� 2Þ � c � 4�kþ2�c
:

(16)

Scenario 2. Right shiftable only and having a stop letter at
the left end, i.e., qðkÞ ¼ a1ðb1b2 . . . bcÞmb1b2 . . . btak, where
c � 1, c > t,m � 2, ak ¼ btþ1 and stop letter a1 6¼ bc.

Since there is a stop letter a1 at the left end of qðkÞ, qðk�1Þ
2 is

generally not alignable with q
ðk�1Þ
1 when it is shifted to the

left for any distance i 2 ½�ðk� 2Þ; 0
 from its natural posi-
tion with distance i = 1. Hence, we have T ðiÞ ¼ 0 for

i 2 ½�ðk� 2Þ; 0
. On the other hand, if q
ðk�1Þ
2 is shifted to the

right for a distance that is not a multiple of period length c,
i.e., i > 1 and i 6¼ 1þ j � c (1 � j � m), it is usually not

alignable with q
ðk�1Þ
1 . Thus, we also have T ðiÞ ¼ 0 for such

i’s. The difference between this and Scenario 1 is that the let-

ter at the right end of q
ðk�1Þ
2 follows the periodic pattern. In

other words, there is no stop at the right end. Although it is

also true that T ðiÞ 6¼ 0 if q
ðk�1Þ
2 is shifted to the right for a dis-

tance j � c from its natural position with i ¼ 1, any instanti-
ated read rð1þj�cÞ (1 � j � m) is a special case of rð1Þ. Thus,
T ð1Þ has already included T ð1þ j � cÞ for 1 � j � m. There-
fore, we have Toverlap ¼: T ð1Þ. From (8), (9), (10), (13) and
(14), the query accuracy can be estimated as follows:

�ðk; k0Þ ¼: ðR� kþ 1Þ4R�k=

½ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ

þ ðR� kþ 1Þ4R�k

¼ ðR� kþ 1Þ=
½ðR� 2k� 1ÞðR� 2kþ 4Þ4�kþ2

þ ðR� kþ 1Þ
:

(17)

Scenario 3. Left shiftable2 with c > 1, i.e., qðkÞ ¼ a1ðb1b2 . . .
bcÞmb1b2 . . . btak, where c > t,m � 2, ak ¼ btþ1 and a1 ¼ bc.

In this case, q
ðk�1Þ
2 is shiftable to both the left and the right

for any distance that is a multiple of period length c from its
natural position with i ¼ 1 (see Fig. 6). The analysis for the
right shifting situation is the same as the one we had above
for Scenario 2. In other words, T ðiÞ ¼ 0 for i > 1 and
i 6¼ 1þ j � c (1 � j � m); and T ðiÞ is contained in T ð1Þ
for i ¼ 1þ j � c. For the left shifting, we notice that
qðkÞ ¼ bcðb1b2 . . . bcÞmb1b2 . . . btbtþ1 ¼ ðbcb1b2 . . . bc�1Þmbcb1 . . . btbtþ1.
From a similar reason for the right shifting situation, we
have T ðiÞ ¼ 0 for i < 1 and i 6¼ 1þ j � c (�m � j � �1).
When i ¼ 1þ j � c (�m � j � �1), from a similar analysis
for the right shifting, we find that T ð1þ j � cÞ is contained
in T ð1� cÞ for �m � j � �2. Therefore, we have
Toverlap ¼: T ð1� cÞ þ T ð1Þ. From (8), (9), (10), (13), and (14),
the query accuracy can be estimated as follows:

�ðk; k0Þ ¼: ðR� kþ 1Þ4R�k=

½ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ

þ ðR� k� cþ 3Þ4R�ðkþc�2Þ þ ðR� kþ 1Þ4R�k

¼ ðR� kþ 1Þ=

½ðR� 2k� 1ÞðR� 2kþ 4Þ4�kþ2

þ ðR� k� cþ 3Þ4�cþ2 þ ðR� kþ 1Þ
:
(18)

Fig. 5. Alignable positions for q
ðk�1Þ
1 and q

ðk�1Þ
2 in Scenario 1.

2. Note that the right shiftable is always true.
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Scenario 4. Left shiftablewith c ¼ 1, i.e., qðkÞ ¼ a1b1b1 . . . b1ak,

wherem � 2 and ak ¼ a1 ¼ b1.

In this case, q
ðk�1Þ
2 is also shiftable to both the left and the

right. But the shifting can be done for any distance
jij � k� 2. However, we notice that each T ðiÞ is included in
T ð0Þ for jij � k� 2. Thus, Toverlap ¼ T ð0Þ in this case. There-
fore, from (8), (9), (10), (13) and (14), the query accuracy can
be estimated as follows:

�ðk; k0Þ ¼: ðR� kþ 1Þ4R�k=

½ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ

þ ðR� kþ 2Þ4R�kþ1

¼ ðR� kþ 1Þ=½ðR� 2k� 1ÞðR� 2kþ 4Þ4�kþ2

þ 4ðR� kþ 2Þ
:

(19)

Scenario 5. Other situations that do not belong to the above
Scenarios 1, 2, 3, and 4.

In this case, q
ðk�1Þ
2 generally cannot be shifted to the left or

the right for any distance other than i ¼ 1. In other words,
T ðiÞ ¼ 0 for i 6¼ 1 and jij � k� 2. Thus, Toverlap ¼ T ð1Þ in this
case. From (8), (9), (10), (13) and (14), the query accuracy
can be estimated as follows:

�ðk; k0Þ ¼: ðR� kþ 1Þ4R�k=

½ðR� 2k� 1ÞðR� 2kþ 4Þ4R�2ðk�1Þ

þ ðR� kþ 1Þ4R�k

¼ ðR� kþ 1Þ=½ðR� 2k� 1ÞðR� 2kþ 4Þ4�kþ2

þ ðR� kþ 1Þ
:

(20)

Note that the above estimation derivations are based on an
assumption that the letters for each position in reads are
uniformly distributed and different positions in a read are
independent. Our results can be summarized as follows.

Theorem 4.1. Assume that the letters for each position in reads
from a given dataset are uniformly distributed and the positions
of a read are independent. The shifted k0-mers for the input
reads are stored in physical store Vk0 . If k ¼ k0 þ 1, the (aver-
age) accuracy rate �ðk; k0Þ of a k-mer query on a virtual store
Vk (i.e., solving KDBPk) when using Vk0 can be estimated by
Eqs. (16), (17), (18), (19) and (20) for Scenarios 1, 2, 3, 4 and
5, respectively.

4.2.2 Extension to General Case

Using the above analytical approach to deriving an accu-
racy estimation model for the general case when
k ¼ k0 þ d with d � 1 is difficult. Following Eq. (7), a given
k-mer query qðkÞ on virtual store Vk is transformed into
(dþ 1) k0-mer queries on physical store Vk0 . When d > 1,
there are too many cases to consider on how these (dþ 1)
k0-mer queries are overlapped and aligned/instantiated
with a given read r. Hence, we use a regression approach
to deriving an accuracy estimation model based on

sampling, rather than applying an analytical approach,
for the general case.

There are two forces that affect the accuracy of the approx-
imate solution for qðkÞ from Eq. (7). One force is the similarity
between qðkÞ and its transformed k0-mer queries. When d
increases, the degree of such similarity decreases. Using
such transformed queries to represent the original query has
a negative impact on the accuracy of the result. The other
force is the uniqueness of instantiating the transformed
query k0-mers with a given read r. When d increases, the
chance for all (dþ 1) transformed k0-mers to be instantiated
with r in other ways besides the desired qðkÞ (i.e., the natural
shifted instantiation shown as the case below r in Fig. 3)
becomes smaller, which has a positive impact on the accu-
racy of the result. Fig. 13 shows a typical pattern for the accu-
racy of an approximate solution observed from experiments.
Initially, the first force is dominant, which makes the accu-
racy decrease. Later on, the second force becomes gradually
dominant, which makes the accuracy increase. As a result, a
“V” shape pattern is observed in the initial segment of an
accuracy curve. Since an approximate solution usually has a
high accuracy when d is large, whose estimation is unimpor-
tant, the challenge is how to derive a regression estimation
model to capture the accuracy for the initial “V” shape pat-
tern. Clearly, the normal linear or polynomial regression
models do not workwell here.

Fortunately, the analytical approach discussed in
Section 4.2.1 provides a way to find a good formulation for
regression in our situation. Let us consider the two extreme
cases (i.e., the lower and upper ones) shown in Fig. 3 for the
(dþ 1) k0-mers being instantiated/aligned with read r. The
lower instantiation yields the correct result for k-mer query
qðkÞ, while the upper instantiation represents an incorrect
result. Let R be the length of read r, and assume
R � ðdþ 1Þ � k0 (i.e., all the (dþ 1) k0-mers can be instanti-
ated with r in a non-overlapping way). Note that any posi-
tion in r that is not covered by the instantiation can take any
of the four letters in D ¼ fA;G; T;Cg.

Let Tlow and Tup be the numbers of reads instantiated as
the lower and upper cases shown in Fig. 3, respectively. If
there were only the lower and upper instantiations, similar
to Eq. (9), the accuracy can be estimated as

�ðk; k0Þ ¼: Tlow=½Tlow þ Tup


¼ ðR� kþ 1Þ � 4R�k

,"
ðR� kþ 1Þ � 4R�k

þ R� ðdþ 1Þ � k0 þ ðdþ 1Þ
dþ 1

� �
� ðdþ 1Þ! � 4R�ðdþ1Þk0

#

¼ 1=½1þHk0ðdÞ � 4�ðk0�1Þd
;
(21)

where Hk0ðdÞ ¼ ½Qdþ1
i¼1ðR� ðdþ 1Þ � k0 þ iÞ
=ðR� ðk0 þ dÞþ

1Þ. Note that Hk0ðdÞ in the above equation increases as d

increases, while term 4�ðk0�1Þd decreases as d increases. The

former is dominant initially, while the latter is dominant

later on. As a result, a “V” shape pattern can be observed.

However, there are many other cases besides the upper

instantiation case shown in Fig. 3 that can lead to incorrect
results. For example, some of the (dþ 1) k0-mers may be

partially overlapped. Hence, more terms that are similar to

the second term of the denominator in Eq. (21) may be

Fig. 6. Alignable positions for q
ðk�1Þ
1 and q

ðk�1Þ
2 in Scenario 3.
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included in the denominator. To capture such effects, we
adopt the following regression model:

fk0ðdÞ ¼ 1=½1þ a �Hk0ðdÞ � 4�b�ðk0�1Þ�d
: (22)

We view d as the explanatory variable, k0 as a parameter,
and a and b are the regression coefficients.

We employ the least squares method to determine the
optimal a and b coefficients as follows. We first perform a
transformation on Eq. (22) to get

gk0ðdÞ ¼ lnð1=fk0ðdÞ � 1Þ ¼ lnða �Hk0ðdÞ � 4�b�ðk0�1Þ�dÞ
¼ lnðaÞ þ lnðHk0ðdÞÞ � b � ðk0 � 1Þ � d � lnð4Þ: (23)

Let S ¼Pn
i¼0½gk0ðdiÞ � gi
2, where < di; gi > (i ¼ 1; 2; . . . ;

n) are n sample observation pairs. Solving equations

@S

@a
¼
Xn
i¼1

2 � ½lnðaÞ þ lnðHk0ðdiÞÞ

� b � ðk0 � 1Þ � di � lnð4Þ � gi
 � 1
a
¼ 0;

@S

@b
¼
Xn
i¼1

�2 � ½lnðaÞ þ lnðHk0ðdiÞÞ

� b � ðk0 � 1Þ � di � lnð4Þ � gi
 � ðk0 � 1Þ � di � lnð4Þ ¼ 0;

we get

lnðaÞ ¼
"Xn

i¼1

gi �
Xn
i¼1

d2i �
Xn
i¼1

lnðHk0ðdiÞÞ �
Xn
i¼1

d2i

�
Xn
i¼1

di �
Xn
i¼1

gidi þ
Xn
i¼1

di �
Xn
i¼1

di � lnðHk0ðdiÞÞ
#

,
n �
Xn
i¼1

d2i �
Xn
i¼1

di

 !2
2
4

3
5;

(24)

b ¼
"Xn

i¼1

gi
Xn
i¼1

di �
Xn
i¼1

lnðHk0ðdiÞÞ
Xn
i¼1

di

þ n �
Xn
i¼1

di � lnðHk0ðdiÞÞ þ n �
Xn
i¼1

gidi

#
,

ðk0 � 1Þ � lnð4Þ � n �
Xn
i¼1

d2i �
Xn
i¼1

di

 !2
2
4

3
5

2
4

3
5:

(25)

Theorem 4.2. Assume that the k0-mers for the input reads are
stored in physical store Vk0 . Let k ¼ k0 þ d (d � 1). The (aver-
age) accuracy �ðk; k0Þ of a k-mer query qðkÞ on a virtual store Vk

(i.e., solving KDBPk) when using Vk0 can be estimated by
Eq. (22) with �ðk; k0Þ ¼ fk0ðk� k0Þ, where coefficients a and b
can be determined by Eqs. (24) and (25).

4.3 Accuracy-Guided Adaptive Query Processing
As discussed in Section 4.1, when k < k0, we can improve
query processing efficiency by running fewer box queries as
specified in Eq. (5) instead of running many exact queries
from the direct transformation given in Eq. (4). However,
when k > k0, query optimization for the transformation
given in Eq. (7) is more complicated. In this section, we
present an accuracy-guided adaptive query processing

algorithm to improve efficiency for computing an approxi-
mate solution for a given k-mer query qðkÞ when k > k0.

Following the transformation given in Eq. (7), to compute
an approximate solution to qðkÞ on virtual store Vk, we need
to execute dþ 1 (d ¼ k� k0) shifted k0-mer queries q

ðk0Þ
1 ,

q
ðk0Þ
2 ; . . . ; q

ðk0Þ
dþ1 (see the lower case as shown below read r in

Fig. 3) on physical store Vk0 and use the intersection of their
results as an approximate solution to qðkÞ. Since these (dþ 1)
k0-mer queries are largely overlapped, it is possible that
using only a subset of these queries is sufficient to produce
an approximate solution with a similar accuracy. In such a
case, the computing efficiency is improved since only a sub-
set of the queries are actually executed.

Two questions need to be answered to develop such an
optimization technique. First, which subset of queries is to
be executed and in what order? Second, what is the stop
condition to terminate the query processing?

To answer the first question, we realize that it is desirable
to choose as diverse queries as possible because we should
use a small number of queries to capture as many scenarios as
possible. We notice that the distance between the indexes of
two queries represents their similarity. For example, queries

q
ðk0Þ
3 and q

ðk0Þ
5 aremore similar than queries q

ðk0Þ
1 and q

ðk0Þ
6 since

the distance between the first pair (5 � 3 = 2) is smaller than
the distance between the second pair (6 � 1 = 5). Therefore,
we adopt a so-called “maximumdistance principle” to choose
the next query for execution, namely, choosing the next query
whoseminimumdistance to all the previously chosen queries

is the largest. For example, given 10 k0-mer queries q
ðk0Þ
1 ,

q
ðk0Þ
2 ; . . . ; q

ðk0Þ
10 , if we first choose q

ðk0Þ
1 , the next chosen query

should be q
ðk0Þ
10 since it has the largest (minimum) distance to

q
ðk0Þ
1 among the unchosen queries. We then choose q

ðk0Þ
6 (or

q
ðk0Þ
5 ) since itsminimumdistance to q

ðk0Þ
1 and q

ðk0Þ
10 is 4, which is

the largest among the unchosen queries. The next query can

be q
ðk0Þ
4 (or q

ðk0Þ
3 or q

ðk0Þ
8 ). This process continues like the binary

search (see Fig. 7).
As for the second question, it is noticed that the accuracy of

the approximate solution is monotonically increasing as more
queries are executed. This is because the result (solution) of
the target k-mer query is contained in the intersection of the
results of all the (dþ 1) shifted k0-mer queries (see Eq. (6)).
One possible stop condition is to end the query processing if
the difference between the accuracies of two consecutive
approximate solutions is small. However, checking the accu-
racy of an approximate solution usually involves high over-
head (e.g., performing expensive sequence alignments).
Hence, we adopt the following easy-checking stop condition,
namely, the query processing ends if the percentage of the
size reduction for the approximate solution is small, i.e.,
ðs0 � s00Þ=s0 � � where s00 and s0 are the sizes of two consecu-
tive approximate solutions, respectively, and � is a given toler-
ance. Every time when a new k0-mer query is executed, its
result is used to intersects with the preceding approximate
result, which usually removes more unqualified reads from
the approximate solution, resulting in a reduced size approxi-
mate solution with an improved accuracy. Therefore, this

Fig. 7. Maximum distance principle.
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stop condition is similar to the first stop condition except that
it ismore efficient to carry out.

Algorithm 1.Accuracy-Guided Adaptive Query Processing

Input: (1) physical store Vk0 ; (2) dþ 1 shifted k0-mer queries

q
ðk0Þ
1 , q

ðk0Þ
2 ; . . . ; q

ðk0Þ
dþ1 (d � 1) for a given k-mer query qðkÞ;

(3) stop tolerance �.

Output: An approximate solution RðqðkÞÞ to given qðkÞ and the
set QS of executed k0-mer queries.

1 initialize QS ¼ ;, queue = ;;
2 execute q

ðk0Þ
1 and q

ðk0Þ
dþ1 on Vk0 to get results Rðqðk0Þ1 Þ and

Rðqðk0Þdþ1 Þ;
3 let RðqðkÞÞ ¼ Rðqðk0Þ1 Þ;
4 let s0 = size of RðqðkÞÞ;
5 let RðqðkÞÞ ¼ RðqðkÞÞ \ ðRðqðk0Þdþ1 Þ;
6 let s00 = size of RðqðkÞÞ;
7 let QS ¼ fqðk0Þ1 ; q

ðk0Þ
dþ1g;

8 if d == 1 or ðs0 � s00Þ=s0 � � then
9 return RðqðkÞÞ and QS;

10 else
11 let [node.min, node.max] = [2, d];
12 queue.append(node);
13 while queue is not empty and ðs0 � s00Þ=s0 > � do
14 node = queue.pop();
15 letm = d (node.min + node.max)= 2 e;
16 execute qðk0Þm on Vk0 to get its result Rðqðk0Þm Þ;
17 let RðqðkÞÞ ¼ RðqðkÞÞ \ ðRðqðk0Þm Þ;
18 let s0 = s00;
19 let s00 = size of RðqðkÞÞ;
20 let QS ¼ QS [ fqðk0Þm g;
21 if node.min < m then
22 let [node0.min, node0.max]=[node.min,m� 1];
23 queue.append(node0);
24 end if
25 ifm < node.max then
26 let [node0.min, node0.max]=[m+1, node.max];
27 queue.append(node0);
28 end if
29 end while
30 return RðqðkÞÞ and QS;
31 end if

The above ideas are incorporated into Algorithm 1, which
utilizes a binary tree with a breadth-first traversal to realize
the maximum distance principle for choosing the next
k0-mer query for execution. From the description, we can see
that the algorithm executes at least two k0-mer queries, i.e.,

q
ðk0Þ
1 and q

ðk0Þ
dþ1 (steps 1-9). If the stop condition is not met and

there are more un-executed k0-mer queries, the algorithm
repeatedly selects a new k0-mer query for execution based
on the maximum distance principle until the stop condition
is met or there is no more un-executed k0-mer query left
(steps 10-31). Each node of the binary search tree that realizes
the maximum distance principle contains a range of indexes
for un-executed k0-mer queries (steps 11, 22 and 26). A queue
is used to implement the breadth-first traversal of the binary
search tree (steps 12, 14, 23, and 27). When the leading node
is popped from the queue, the query having the middle
index from the range associated with the node is chosen for
execution (step 16). The remaining left and right un-executed
subranges (if any) are associated with the left and right child

nodes, respectively, which are then appended to the end of
the queue (steps 21-28). The process may end in the middle
without generating the whole tree when the stop condition
is satisfied. It is also noted that the algorithm returns
RðqðkÞÞ ¼ ; if s0 or s00 is found to be 0 at steps 4, 6 and 19. Such
an error checking code is not included in the algorithm
description for conciseness.

Fig. 8 shows an example of the binary search tree for a list

of 10 k0-mer queries q
ðk0Þ
1 , q

ðk0Þ
2 ; . . . ; q

ðk0Þ
10 . Indexes 1 and 10 are

not included in the index range associated with the root

node since q
ðk0Þ
1 and q

ðk0Þ
10 are executed at the beginning of

Algorithm 1 and the tree is used to select k0-mer queries
with indexes ranging from 2 to 9. The number inside each
node is the middle index from the associated index range,
which is the index of the k0-mer query selected for execution
when the node is popped from the queue. The nodes (repre-
senting their relevant k0-mer queries) are visited in a
breadth-first fashion, which follows the maximum distance
principle. The traversal may end in the middle if the stop
condition is met before all the queries are considered.

Let n be the number of given shifted k0-mer queries. In
the worst case, Algorithm 1 still needs to execute all n
k0-mer queries and store ðn� 1Þ=2 nodes in the queue. In
other words, the worst-case complexity of Algorithm 1 is
OðnÞ for both time and space. However, in practice, the
algorithm typically only needs to execute a subset (e.g., as
low as 20 percent) of given k0-mer queries to achieve a high
accuracy, as shown in our experiments in Section 5.

5 EXPERIMENTS

To evaluate the performance of our VA-Store approach, we
conducted extensive experiments. The experiment pro-
grams were implemented in C++ and Python. The physical
store in the VA-Store was implemented using the BoND-
tree outlined in Section 3. All the experiments were con-
ducted on a Dell PC with a 3.2 GHz Intel Core i7-4790 CPU,
12 GB RAM, 5 TB Hard Drive, and Linux 3.16.0 OS.
One synthetic random read dataset RAND with 308,846
reads and two real genome read datasets SR and BJ with
635,036 reads and 479,105 reads, respectively, were used in
the experiments. SR and BJ were extracted from Streptomy-
ces rapamycinicus genome NRRL 5491 CP006567.13 and
Bradyrhizobium japonicum genome NZ_CP007569,4 respec-
tively. The length of each read was 100 bases (letters).
Unless stated otherwise, the reads in the experiments were
obtained by cutting up the assembled genome sequences.
Various parameter values (e.g., k and d) were considered in
the experiments.

Fig. 8. Query index access order determination.

3. http://www.ncbi.nlm.nih.gov/nuccore/CP006567.1/.
4. http://www.ncbi.nlm.nih.gov/nuccore/627779227/.
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The VA-Store is mainly designed to save storage space for
repetitive genome sequence data. If a user wants to use
k-mers with M different values/lengths for k, we employ
one physical store Vk0 to keep k0-mers of one length k ¼ k0
(e.g., the middle length) and support k-mers of other lengths
logically/virtually, which would require roughly only 1=M
of the space that would be needed to physically store all
k-mers with M lengths. In fact, the space requirements to
physically store the sets (stores) of k-mers with different val-
ues of kmay not be the same. A larger k value leads to longer
k-mers and also usually produces more distinct k-mers from
a given set of reads, which would demand more space. On
the other hand, for a smaller k value, although the set of dis-
tinct k-mers produced from the given set of reads is usually
smaller, each k-mer may require more space to keep the rele-
vant metadata (e.g., the ids of reads containing a given
k-mer) since a smaller k-mer has a higher chance to appear in
more reads. However, since the space required for metadata
is relatively small, the demand for space increase caused by
a larger k value usually dominates the overall space require-
ment for each store. The actual space requirements depend
on the underlying dataset and the implementation of the
stores. Fig. 9 shows the space requirements for store Vk

(4 � k � 10; k0 = 7) for dataset SR if each Vk is physically
stored. When the VA-Store is adopted to keep k-mers
(4 � k � 10) for dataset SR (i.e., only Vk0 is physically
stored), we would save about 86.4 percent of the space that
would be needed to physically store all k-mers (4 � k � 10).

One set of experiments was performed to examine how
well the analytical accuracy estimation model for k ¼ k0 þ 1
from Section 4.2.1 can predict the k-mer query accuracy when
using physical storeVk0 . Figs. 10, 11, and 12 show the compar-
isons between the estimated accuracies (EST) by the model
and the observed average accuracies for k-mer queries in Sce-
narios 1 and 5 using Vk0 for three experimental datasets
RAND, SR and BJ. From the figures, we can see that the
derived estimation model captures the query accuracy

behaviors quite well in general. However, the estimation
became worse when k became large for Scenario 1 on real
datasets SR and BJ. This was because the approximate solu-
tion/result size for a k-mer query with a special pattern
defined in Scenario 1 was small when k was large — there
were not many reads containing such a special k-mer pattern
when k was large in SR and BJ. As a result, any false positive
read contained in the result would have a big impact on the
accuracy. For example, a query result consisting of 1 correct
read and 1 incorrect read would have an accuracy of 50 per-
cent, while the accuracy becomes 100 percent if the incorrect
read is not included. It is difficult to capture such a vulnerabil-
ity in accuracy using a statistical model in such a case. On the
other hand, the model captures the accuracy behavior for the
random dataset RAND relatively well since such a dataset
contains more reads with the searching patterns even when k
is large. Similar observations were obtained for Scenarios 2, 3,
and 4, which are not shown here due to the space limit. Note
that the majority of k-mers fall into Scenario 5 and require no
special patterns. The accuracy behavior in this scenario is cap-
turedwell by ourmodel for all k values.

Another set of experiments was conducted to show the
accuracies of approximate solutions for k-mer queries using
physical store Vk0 for the general case k ¼ k0 þ d (d � 1) and
examine how well the regression accuracy estimation model
can capture the “V” shape accuracy behavior as discussed
in Section 4.2.2. Fig. 13 shows the accuracy changing pat-
terns as d increases (with k0 ¼ 7) for the three experimental
datasets. From the figure, we can see that, as d increases, the
accuracy decreases first, then increases, and finally stays at
a high accurate level. The reason behind this phenomenon
has been explained in Section 4.2.2. To capture the “V”
shape behavior, we suggested a regression accuracy estima-
tion model in Section 4.2.2. Since a synthetic dataset is read-
ily available in practice, in the experiment, we used the
observed values for k-mer queries on synthetic dataset
RAND to train the coefficients in the regression model. The

Fig. 9. Space requirements for stores of k-mers of various lengths for
dataset SR.

Fig. 10. Estimated and observed accuracies for Scenario 1 with period
length c = 1.

Fig. 11. Estimated and observed accuracies for Scenario 1 with period
length c = 2.

Fig. 12. Estimated and observed accuracies for Scenario 5.
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derived regression model was then used to estimate the
accuracies (i.e., capturing the “V” shape pattern) for k-mer
queries on real datasets SR and BJ. Fig. 14 shows the com-
parison of the estimated and observed query accuracies
during the “V” shape phase. From the figure, we can see
that the obtained regression model can indeed capture the
“V” shape pattern and give reasonable accuracy estimates
for k-mer queries on SR and BJ.

It is observed from Fig. 13 that, when k (= k0 þ d) becomes
large (e.g., � 20), the VA-Store method can provide a highly
accurate solution for a k-mer query (with an accuracy
approaching 100 percent), which is consistent with the discus-
sion in Section 4.2.2. The low accuracy solutions occur around
the “V” shape when k is relatively small (e.g., 8 � k � 16).
Furthermore, the degree of inaccuracy around the “V” shape
decreases when k0 becomes larger, as shown in Fig. 15. This is
because the upper scenario in Fig. 3 that causes false positives
has a less chance to occur when longer transformed k0-mers
(i.e., larger k0) for a k-mer query are instantiated with a read.
On the other hand, the degree of inaccuracy around the “V”
shape increases when the length of a read becomes larger, as
shown in Fig. 16 (k0 ¼ 7), since there is a higher chance for the
upper scenario in Fig. 3 to occur for a larger read.

Note that, although our VA-Store method can support
k-mer queries of any length in principle, it should aim to
efficiently support k-mer queries of desired lengths for a

given application in practice. When the length k for an input
k-mer query is too far from the length k0 chosen for the
physical store Vk0 of the underlying VA-store, the efficiency
will suffer since many k0-mer queries have to be executed to
answer the k-mer query. In biological sequence analysis,
there are applications that use k-mers with small lengths
(e.g., 6 � 16) [2], [14], [22], [25], [28], [37], especially those
like BLAST that apply a pre-filtering step with a low sensi-
tivity to allow more candidates to be considered for subse-
quent processing. The performance study of our VA-Store
method for k-mers with small lengths is particularly useful
for such applications.

The next set of experimentswas conducted to evaluate the
performance of our query optimization strategies for proc-
essing transformed queries. The performance was measured
based on the average of processing 1,000 random k-mer
queries on k-mer datasets generated from dataset SR. Fig. 17
shows the savings on query processing time when applying
the box query optimization strategy specified by Eq. (5) with
k0 = 10. From the figure, we can see that using box queries
from the optimized transformation (Eq. (5)) can significantly
reduce the processing time, comparing to using exact queries
from the original transformation (Eq. (4)). For example,
the query processing time for using exact queries is about
47.0 times of that for using box queries for k ¼ 6, and the for-
mer is about 2.7 times of that for using box queries for k ¼ 9.
Note that a smaller k requires more transformed exact
queries to process a k-mer query, in which case using box
queries is more advantageous. To evaluate the performance
of our Accuracy-Guided Adaptive Query Processing algo-
rithm (AGAQ), we compared it with three direct methods
for executing a k-mer query qðkÞ on Vk0 (k > k0) based on
Eq. (7): (1) the full method (FullM) that executes all (dþ 1)
shifted k0-mer queries for qðkÞ; (2) the random method
(RandM) that randomly selects a subset of shifted k0-mer
queries for qðkÞ to execute; (3) the sequential method (SeqM)
that sequentially selects a subset of shifted k0-mer queries for
qðkÞ to execute. RandM and SeqM apply the same stop condi-
tion used by AGAQ to stop selecting the next k0-mer query

Fig. 13. Accuracy changing pattern in the general case.

Fig. 14. Estimated accuracies using regression model.

Fig. 15. Effect of physical store length k0 on accuracy.

Fig. 16. Effect of read length L on accuracy.

Fig. 17. Query optimization via box queries.
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to execute. Fig. 18 shows the number (percentage) of k0-mer
queries executed by each of the compared methods when
processing qðkÞ. From the figure, we can see that AGAQ exe-
cuted the least number of k0-mer queries during the query
processing. As a result, it usually has the minimum query
processing time (see Fig. 19). Fig. 20 shows the query accu-
racy achieved by each of the compared methods. From the
figure, we can see that AGAQ can generally achieve a better
accuracy, comparing to SeqM and RandM except a few cases
in which SeqM is better. For these exceptions, we noticed
that SeqM executed almost all the k0-mer queries just like
FullM, which incurred higher query processing cost. AGAQ
is increasingly better when d increases. To examine the scal-
ability of AGAQ with respect to the dataset size, we also
tested it for k-mer datasets generated from a larger dataset
RN for Rattus norvegicus genome with 6,886,157 reads (i.e.,
about 10.8 times larger than dataset SR) and observed similar
results. For example, the executed percentage of k0-mer
queries, the query processing time ratio, and the accuracy of
AGAQ for d ¼ 9 on RN are 46.6 percent (versus 48.3 percent
for SR in Fig. 18), 51.8 percent (versus 51.3 percent for SR in
Fig. 19), and 93.2 percent (versus 91.7 percent for SR in
Fig. 20), respectively. In summary, AGAQ uses a minimum
processing time to achieve a very high accuracy.

Lastly, Fig. 21 demonstrates that the performance differ-
ence in accuracy between using raw reads for the genomic
data and using reads obtained from the assembled genome
sequence in our experiments is very small for the evaluation
of the VA-Store method. Hence, comparable performance is
expected when the VA-Store method is used by applications
with raw reads.

6 CONCLUSIONS

There often exist substantial amounts of repetitive data in
different portions of a big data repository for applications in
domains such as bioinformatics. Directly storing repetitive
data on disk would waste much space and limit the scalabil-
ity of the techniques using the data. We notice that there are
some useful relationships among the repetitive data in
important applications such as genome sequence analysis

problems. Although such relationships (e.g., containment,
implications) may not be a simple duplication with a clear
boundary, we can utilize them to transform queries on one
portion of the dataset into queries on another related (repet-
itive) portion of the dataset. The transformations may be
precise or approximate. Based on this observation, in this
paper, we present a virtual approximate store approach,
called the VA-Store, to supporting genome sequence analy-
sis applications on repetitive big sequencing data. The main
contributions of our work are summarized as follows:

� A kernel database problem (KDBPk) on a set of
k-mers for many sequence analysis applications such
as local alignment searching, sequence assembly, ter-
minus searching, and error correction is identified.

� A method using one physical store Vk0 and multiple
virtual stores Vk (k 6¼ k0) to support sequence analy-
sis applications with repetitive big data is suggested.
In particular, for k < k0, a precise transformation
rule to convert a k-mer query (i.e., problem KDBPk)
on Vk into an equivalent set of k0-mer queries (i.e.,
problems KDBPk0 ’s) on Vk0 is given. For k > k0, an
approximate transformation rule to convert a k-mer
query on Vk into an optimal set of k0-mer queries on
Vk0 is provided.� Accuracy estimationmodels for approximate solutions
obtained from the approximate transformation rule
when k > k0 are derived. In particular, an analytical
accuracy estimation model dealing with various query
patterns for k ¼ k0 þ 1 is derived. A general regression
accuracy estimationmodel for k � k0 is developed.

� An optimization strategy to combine multiple trans-
formed (exact) k0-mer queries into one box k0-mer
query for k < k0 is suggested. For k > k0, an efficient
and effective accuracy-guided adaptive query proc-
essing algorithm is developed so as to execute as few
queries as possible while keeping a high accuracy. In
particular, a maximum distance principle is adopted
to choose as diverse queries as possible for execution
to cover a broad range of scenarios with a small num-
ber of executed queries. A binary search tree strategy

Fig. 19. Comparison of query processing time.

Fig. 20. Comparison of accuracy achieved.

Fig. 21. Effect of using assembled and raw reads.

Fig. 18. Comparison of number of k0-mer queries executed.
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is used to efficiently realize the maximum distance
principle. In addition, an easy-checking effective stop
condition is suggested.

� Extensive experiments were conducted, which dem-
onstrate that the proposed VA-Store approach is
quite promising in efficiently and effectively solving
a kernel database problem on repetitive big data in
bioinformatics.

The VA-Store showcases a feasible way to utilize impor-
tant relationships among repetitive data to develop effective
storage methods and efficient processing algorithms for use-
ful analytics on repetitive big data. It provides a new query-
based approach to facilitating genome sequence analyses for
large datasets on disk. It represents a novel contribution to
the areas of bioinformatics, database query processing and
optimization, and big data processing.

Our work is just the beginning of further research that
needs to be done in order to completely solve the problems
associated with supporting virtual approximate stores. Our
future work includes further improving the accuracy esti-
mation model (e.g., incorporating other combinatorial terms
and more parameters in the regression model), studying
other adaptive query processing algorithms (e.g., utilizing
the patterns contained in the given k-mer query to decide
the next best k0-mer query to execution), determining the
optimal k0 for the physical store based on the underlying
applications, supporting multiple physical stores to avoid
the worst accuracy occurring at the bottom of the “V” shape,
and developing an implementation framework for the phys-
ical store using the Hadoop/MapReduce environment.
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