Abstract—As the power density of modern electronic circuits increases dramatically, systems are prone to overheating. High temperatures not only raise packaging costs, degrade system performance, and increase leakage power consumption, but also reduce the system reliability. Due to many limits in single core design including the performance and the power density, the microprocessor industry has switched their attentions to multicore design to enable the scaling of performance. Thermal effects on multicore systems are still prominent issues. One typical thermal effect is the thermal-aware lifetime reliability, which has become a serious concern. In this paper, we address the issue on how to maximize the lifetime of multicore systems while maintaining a given aggregate processor speed. By applying sequential quadratic programming, we present how to derive the ideal speed for each core to maximize the system lifetime. We perform experiments on several multi-core platforms, which show that the proposed method can significantly outperform the existing approaches by minimizing the peak temperature of the system.
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I. INTRODUCTION

Today, demands for high computation capabilities from processors keep growing. Meanwhile, semiconductor manufacturing technologies keep scaling processors to smaller feature sizes. All these factors result in high power density for modern electronic circuits. As the power density increases dramatically, systems are prone to overheating. High temperatures not only raise packaging costs, degrade system performance, and increase leakage power consumption, but also reduce the system reliability. Thermal management has become a prominent issue in system design.

Due to many limits in single core design including the performance and the power density, the microprocessor industry has switched their attentions to multicore design to enable the scaling of performance. However, multicore processors present significant new challenges to processor design. Thermal effects on multicore systems are still prominent issues. One typical thermal effect is the thermal-aware lifetime reliability, which has become a serious concern [1], [2]. In multicore systems, some cores might age much faster and die earlier than the others. If the system lifetime is determined by the shortest lifetime among the cores, then the shortest-lifetime core becomes the reliability bottleneck for multicore systems, in particular for embedded systems [3]. In this paper, we will address how to overcome such bottleneck.

Techniques for thermal management have been explored both at design time through appropriate packaging and active heat dissipation mechanisms, and at run time through various forms of Dynamic Thermal Management (DTM) such as Dynamic Voltage Scaling (DVS), in either single-core or multicore systems. Recent estimates have placed the packaging cost at $1 to $3 per watt of heat dissipated [4]. The techniques to reduce the packaging cost of cooling systems (e.g., the amount of cooling hardware in the system) or reduce the temperature in architectural levels have been studied in [4]–[6]. As an alternative solution, the DTM [4]–[6] has been proposed to control the temperature at run time by adjusting the system power consumption. Many modern computer architectures provide system designers with such flexibility. There have been several studies, e.g., [7], [8], for performance improvement while meeting the thermal constraints. DTM techniques could be used to address thermal-aware lifetime reliability issues.

In the literature of thermal management, only few papers have taken reliability explicitly into account. The Reliability-Aware Microprocessor (RAMP) provides a reliability model at the architecture level [2], which addresses the effects of application behavior on reliability. Previous work [9] also showed how to integrate optimization of power management with a reliability constraint and developed a simulator for analysis of power-reliability tradeoffs in system-on-chips. In [3], an analytical model is used to estimate the lifetime reliability of multicore platforms when executing periodic tasks based on the simulated annealing technique. In [10], a novel multicore simulation framework is used to simulate thermal dynamics over far longer time periods to show how job scheduling and power management policies affect system lifetime. In [2], [3], [9], [10], run-time simulation techniques were used without any analytical multicore thermal model. Therefore no tractable analysis is available for offline study. In [11], DTM techniques were studied on multicore systems with an analytical multicore thermal model, which aimed to minimize the peak temperature among all cores. Since the reliability of a core depends on not only the temperature, but also the current and the structure of the interconnect, the minimization of peak temperature might not result in an optimal system lifetime, which will be confirmed by our motivational example in Section III and the performance evaluation in Section V.

In this paper, we adopt a coarse-grained multicore thermal model for multicore systems in order to make tractable thermal-aware lifetime reliability analysis available for offline...
study. As heat can transfer among cores and heat sinks, the cooling and heating phenomena is modeled by applying the Fourier’s cooling model in the literature [8], [12]–[14], in which the thermal parameters can be calculated by the RC thermal model. In such model, the heat interference among different cores is considered. Although heat transfer is a dynamic process, it is not difficult to see that the temperature on a core is non-decreasing if the execution speeds on all cores are fixed. Moreover, it will end up with a steady state, in which the temperatures on all cores become steady. Assuming the unsteady state is relatively transient we can focus on the steady state. We show how to maximize the lifetime of multicore systems while maintaining a given aggregate processor speed, where the system lifetime is defined as the minimum of the lifetime among all cores. We adopt a reliability model for cores in order to perform the lifetime analysis. By applying sequential quadratic programming, we present how to derive the ideal speeds for each core to maximize the system lifetime. The evaluation results show that the proposed method can significantly outperform the existing approaches by minimizing the peak temperature of the system.

The rest of this paper is organized as follows: Section II shows the system model and problem definition. Section III define the problem and motivate our proposed approach with an example. Section IV presents how to derive the ideal speeds of cores to maximize the system lifetime while maintaining a given aggregate processor speed. Section V presents performance evaluation over simulated multicore platforms. We will conclude this paper in Section VI.

II. SYSTEM MODEL

A. Power Consumption Model

We explore thermal-aware multicore systems, where each core has an independent DVS capabilities (referred to as DVs cores). As shown in the literature [12], [15], the power consumption $P_j$ on Core $j$ is contributed by:

- **The dynamic power consumption** $P_{dyn,j}$, mainly resulting from the charging and discharging of gates on the circuits, which can be modeled by $P_{dyn,j} = \alpha s_j^2$, where $s_j$ is the execution speed/frequency of Core $j$ and both $\gamma$ ($\leq 3$) and $\alpha$ are constant.
- **The static power consumption** $P_{sta,j}$ mainly resulting from the leakage current. The static power consumption function is a constant $\Omega$ when the leakage power consumption is irrelevant to the temperature [16], [17]. When the leakage power consumption is related to the temperature, it is a super linear function of the temperature [18]. As shown in [12], [19], the static power consumption could be approximately modeled by an approximated linear function of the temperature with roughly 5% error. Hence, the static power consumption in this paper is as follows: $P_{sta,j} = \delta T_j + \Omega$, where $T_j$ is the absolute temperature on Core $j$ and both $\delta$ and $\Omega$ are non-negative constants.

As a result, the following formula is used as the overall power consumption $P_j$ on Core $j$ of speed $s_j$ with temperature $T_j$:

$$P_j = P_{dyn,j} + P_{sta,j} = \alpha s_j^2 + \Omega + \delta T_j. \quad (1)$$

In this paper, we would use (1) for the power consumption for Core $j$.

B. Thermal Model

We consider a multicore system, in which each core is a discrete thermal element. In the system, there is a set of heat sinks and heat spreaders, on top of the cores. We combine a heat sink and a heat spreader into a single unit as used in HotSpot model [20]. We still use heat sink to represent the combined unit. Those heat sinks generate no power, and are used only for heat dissipation. Heating or cooling is a complicated dynamic process depending on the physical system. We could approximately model this process by applying Fourier’s Law in which the thermal coefficients can be obtained by using the RC thermal model, such as the approaches in [8], [12]–[14]. The thermal model adopted in this paper is similar to the approaches in [8], [12]–[14].

We define $M$ and $H$ as the set of the cores and sinks in the multicore system respectively. We assign ID for each core and sink by denoting $M = \{1, 2, \ldots, n_c\}$ and $H = \{n_c + 1, n_c + 2, \ldots, n_c + n_s\}$. We define $C_j$ as the thermal capacitance and $R_{j,\ell}$ as the thermal conductance for any $j, \ell \in M \cup H$. We also define $T_j(t)$ as the temperature at time $t$ for any $j \in M \cup H$. We denote $T_0$ the ambient temperature, which is assumed to be constant. We also define $R_{j,0}$ as the thermal conductance between any core/sink and the ambient. We assume $R_{j,0} = 0$ for any $j \in M$.

We also define $P_j(t)$ as the power consumption for $j \in M \cup H$ at time $t$, where $P_j(t) = 0$ for $j \in H$. Informally, the rate of change in the temperature on a core is proportional to the power consumption times the quantity of the heating coefficient minus the cooling coefficients times the quantity of the temperature gradients among the core, its neighboring cores, and its heat sinks. The heating/cooling process by Fourier’s Law can be formulated as

$$C_j \frac{dT_j(t)}{dt} = P_j(t) - R_{j,0}[T_j(t) - T_0] - \sum_{\ell \in M \cup H} R_{j,\ell}[T_j(t) - T_\ell(t)]. \quad (2)$$

We assume Core $j$ runs at the constant speed $s_j$ which is independent of time $t$. We can simplify (2) as

$$C_j \frac{dT_j(t)}{dt} = P_j(t) - R_{j,0}[T_j(t) - T_0] - \sum_{\ell \in M \cup H} R_{j,\ell}[T_j(t) - T_\ell(t)]. \quad (2)$$

where

$$C = \text{diag}(C_1, \ldots, C_n_c, C_{n_c+1}, \ldots, C_{n_c+n_s}), \quad (4)$$

$$T = (T_1, \ldots, T_{n_c}, T_{n_c+1}, \ldots, T_{n_c+n_s})^T, \quad (5)$$

$$B = (\Omega_1, \ldots, \Omega_n_c, R_{n_c+1,0}T_0, \ldots, R_{n_c+n_s,0}T_0)^T, \quad (6)$$

$$D = \alpha \cdot (s_1^2, \ldots, s_{n_c}^2, 0, \ldots, 0)^T, \quad (7)$$

$$A_{j,\ell} = \begin{cases} -\delta + R_{j,0} & \text{if } \ell = j \\ -R_{j,\ell} & \text{otherwise} \end{cases}, \quad (8)$$

and (3) is multi-dimensional first-order linear differential equations with constant coefficients.
C. Thermal-Aware Lifetime Reliability Model

Many lifetime reliability models have been proposed in the literature. This paper focuses on reliability issues due to thermal effects, in which mechanical failures and faults are not considered in this paper. For thermal-aware reliability, an electro-migration interconnection lifetime reliability model was proposed in [21], [22]. Srinivasan et al. [23] presented an application-aware architecture-level model to evaluate processors’ lifetime reliability. Two analytical frameworks for the lifetime reliability of multicore systems were introduced in [24]: a cycle-accurate simulation methodology and a statistical one. A model for the lifetime reliability of homogeneous many-core systems was proposed in [25].

In this paper, we adopt the reliability model defined in [21], [22]. Our method presented later in this paper can be applied to other reliability models with some corresponding changes in the approach and analysis. By adopting the reliability model in [21], [22], we model interconnect time to failure as a resource consumed by the system over time. Specifically, we define

\[ r_j(t) = I_j(t) \frac{Q_j}{\kappa_j T_j(t)} \]  

(9)
as the consumption rate for Core \( j \), and it represents the void growth rate in the interconnect. In (9), \( Q_j \) is the activation energy, \( \kappa_j T_j(t) \) is the thermal energy, and \( I_j(t) \) is the current density, which satisfies \( I_j(t) = \sigma_j s_j^2(t) \) for a constant \( \sigma_j \). Hence, we have

\[ r_j(t) = \sigma_j s_j^2(t) \frac{Q_j}{\kappa_j T_j(t)} \]  

(10)

This model captures the effect of temperature and current on electromigration lifetime. If we define \( LT_j \) as the lifetime (time to failure) of Core \( j \), then we have

\[ \int_{0}^{LT_j} r_j(t) dt = F_j, \]  

(11)

where \( F_j \) is a constant determined by the structure of the interconnect. If both \( s_j \) and \( T_j \) reach constant, we have a constant consumption rate \( r_j \). The lifetime of a core includes an unsteady state in the beginning and a steady state. Since the transient state is relatively transient, then we approximate the lifetime of a core by the lifetime in its steady state as

\[ LT_j = \frac{F_j}{s_j}. \]  

(12)

We define the system lifetime as the shortest lifetime among the cores, i.e.,

\[ LT_{sys} = \min_{j \in \mathcal{M}} \{ LT_j \}, \]  

(13)

where \( LT_j \) is defined in (12).

III. PROBLEM DEFINITION AND MOTIVATIONAL EXAMPLE

In this paper, we aim to maximize the system lifetime while maintaining a minimum system performance requirement for applications, denoted as \( s_{min} \), a predefined minimum aggregate processor speed. Suppose that Core \( j \) is assigned with a constant speed \( s_j \) for its execution during the lifetime of the core. Without loss of generality, we assume that the initial temperature is equal to the ambient temperature. If each core runs at its constant speed, it is clear that the temperature is non-decreasing on each core. Moreover, it will end up with a steady state, in which the temperatures on all cores become steady. Therefore, the peak temperature of Core \( j \) is no more than the temperature \( T_j^* \), which is the solution to Equation \( \frac{dT_j}{dt} = 0 \) for \( j \in \mathcal{M} \). Similarly, we can obtain the peak temperature \( T_j^* \) of Sink \( j \) for \( j \in \mathcal{H} \). By (3), we have \( A \mathbf{T}^* = B + D \). Hence the peak temperature for all cores and sinks can be derived by the following equation

\[ \mathbf{T}^* = A^{-1}[B + D], \]  

(14)

where \( A^{-1} \) is the inverse of matrix \( A \). Since matrix \( A \) is only related to the hardware implementation of the multicore platform, we can calculate its inverse \( A^{-1} \) as well as \( B + D \). Hence, after assigning a constant execution speed of each core, the peak temperature can be easily obtained with the above formula.

We now provide an example to show why speed scaling matters for maximizing the system lifetime. Consider a system with 4 cores and 2 sinks with diagonal matrix \( C = \text{diag}(0.00473, 0.00473, 0.00473, 0.00473, 0.0639, 0.0639) \) and matrix \( A \) defined as follows:

\[
\begin{pmatrix}
1.70 & -0.25 & 0 & 0 & -0.15 & -1.20 \\
-0.25 & 1.00 & 0 & 0 & -0.05 & -0.60 \\
0 & 0 & 1.35 & -0.50 & -0.15 & -0.60 \\
0 & 0 & -0.50 & 1.85 & -0.05 & -1.20 \\
-0.15 & -0.05 & -0.15 & -0.05 & 5.03 & -1.00 \\
-1.20 & -0.60 & -0.60 & -1.20 & -1.00 & 10.00
\end{pmatrix}
\]

Suppose that vector \( B \) is \([4.73, 4.73, 4.73, 4.73, 0.639, 0.639]^T\), where \( C^{-1}[B + D] = [1000, 1000, 1000, 1000, 10, 10]^T \). The power consumption of a core at 1GHz is 40 (\( \alpha = 40 \)), and \( \gamma = 3 \). We assume that all the reliability-related parameters are the same among the cores, where \( Q_j = 0.84 \) and \( \kappa_j = 8.62 \times 10^{-5} \) (see [26, Page 5]) for all Cores \( j \), and \( \sigma_j = \sigma \) and \( F_j = F \) for all Cores \( j \) could be normalized.

For comparison, we consider the following two baseline approaches:

- **Power-Balance (BalPower):** The algorithm assigns each core with the same speed \( s = \frac{s_{min}}{n} \), where \( s_{min} \) is a predefined minimum aggregate processor speed.
- **Peak-Temperature-Optimization (OptTemp):** The algorithm applies the optimization routine proposed in [11] to minimize the peak temperature among all cores while maintaining the predefined minimum aggregate processor speed \( s_{min} \).

\(^1\)The matrices \( A, B + D, \) and \( C \) reveal that these 4 cores are with homogeneous material (\( C_1 = C_2 = C_3 = C_4 \)). The sinks are also with the same thermal capacitance, Core 1 only has heat transfer with Core 2 and the sinks, Core 2 only has heat transfer with Core 3 and the sinks, the sinks are with the same thermal conductance with \( R_{9,0} T_9 = R_{6,0} T_6 = 0.639 \), and \( \Omega = 4.73 \).
Suppose that these four cores are requested to provide 4GHz computation frequency requirement. If we try to minimize the impact on the current $I_j(t) \propto s^2_j(t)$, we would try to balance the current to achieve the computation requirement. As a result, for the BalPower approach, we will assign each core to run at 1GHz. The resulting temperature and lifetime of each core of the above speed assignment are presented in Table I. The weakness of the BalPower approach is that it might increase the peak temperature of the system, and, hence, the system lifetime is reduced because of the overheated core, which is Core 2 in this example. On the other hand, we could also try to reduce the peak temperature by heated core, which is Core 2 in this example. On the other hand, we could also try to reduce the peak temperature by applying the OptTemp approach proposed in [11]. In this example, the minimum peak temperature among these 4 cores is 364.7K, in which the corresponding speed assignment and lifetime of the cores are presented in Table I. For such a case, the core with the highest current, which is Core 1 in this example, might sacrifice the system lifetime. Therefore, to maximize the system lifetime, we have to balance the temperature and the current on a core. In Section IV, we will present how to maximize the system lifetime (the algorithm is called OptLife), whereas the corresponding solution of the example is presented in Table I. As shown in Table I, the approach in this paper improves the system lifetime by $1.29 \times 10^{10}$ as defined minimum aggregate processor speed can be written as

$$\begin{align*}
\text{maximize} & \quad LT_{sys} = \min_{j \in \mathcal{M}} \left\{ LT_j = \frac{F_j}{r_j} \right\} \\
\text{subject to} & \quad \sum_{j \in \mathcal{M}} s_j \geq s_{min}, \\
& \quad s_j \geq 0, j \in \mathcal{M}.
\end{align*}$$

(15)

Obviously, an optimal solution to (15) will set $s_j$ to zero where $j \in \mathcal{H}$. Thus, we do not specify the constraints of the sinks in the above system. Moreover, (15) is equivalent to the following programming:

$$\begin{align*}
\text{minimize} & \quad \max_{j \in \mathcal{M}} \left\{ \frac{r_j}{F_j} \right\} \\
\text{subject to} & \quad \sum_{j \in \mathcal{M}} s_j \geq s_{min}, \\
& \quad s_j \geq 0, j \in \mathcal{M}.
\end{align*}$$

(16)

For the rest of this section, we will present how to extend the sequential quadratic programming [27] to solve the above non-linear programming.

Clearly, the value $\max_{j \in \mathcal{M}} \left\{ \frac{r_j}{F_j} \right\}$ is no less than 0. Starting with the initial guess $\rho_0$ on $\max_{j \in \mathcal{M}} \left\{ \frac{r_j}{F_j} \right\}$, we try to approach the optimal solution step by step. That is, for the $i$-th iteration, based on $\rho_{i-1}$, we derive another value $\rho_i$ with $\rho_{i-1} > \rho_i$ such that $\rho_i$ is getting more close to the optimal solution of (16). Specifically, at the $i$-th step, we first solve the following unconstrained non-linear programming by applying the sequential quadratic programming method:

$$\begin{align*}
\text{minimize} & \quad \sum_{j \in \mathcal{M}} \left[ \max \left\{ 0, \frac{r_j}{F_j} - \rho_i \right\} \right]^2 + \epsilon_1 s_{min} - \sum_{j \in \mathcal{M}} \left( s_j \right)^2, \\
& \quad s_j \geq 0, j \in \mathcal{M}.
\end{align*}$$

(17)

where $r_j = s_j^2 \frac{\eta}{\sigma s_j}$ and $T_j^*$ is the peak temperature on core $j$ by setting the corresponding speeds in (14). In general, the constant $\epsilon_1$ should be set to large numbers for deriving precise results. Suppose that the optimal solution of (17) is $\Delta_i$. Then, we can set $\rho_i$ as $\rho_{i-1} + (\Delta_i)^2$. The above procedure repeats until $\Delta_i$ is very small. As shown in [27], the resulting speed assignment with the converged $\rho_i$ is very close to the optimal solution. The detailed algorithm called OptLife is presented in Algorithm 1.

### Algorithm 1 OptLife

**Input:** $A^{-1}, B, s_{min}, \alpha$;  
**Output:** $s_1, s_2, \ldots, s_n$;

1: $\rho_0 \leftarrow 0, i \leftarrow 1$;  
2: while true do  
3: find the optimal value $\Delta_i$ of (17), where $T_j^*$ is the peak temperature on core $j$ by setting the corresponding speeds in (14);  
4: if $\sqrt{\Delta_i}$ is less than the threshold of precision then  
5: return $\zeta \cdot (s_1, s_2, \ldots, s_n)$, where $\zeta \leftarrow \frac{s_{min}}{\Delta_{\max} s_j}$;  
6: else  
7: $\rho_i \leftarrow \rho_{i-1} + \frac{\Delta_i}{\alpha}$;  
8: $i \leftarrow i + 1$;  
9: end if  
10: end while

## V. Performance Evaluation

In Section III, we motivated our proposed approach, OptLife in Algorithm 1 and compared it with Algorithms BalPower and Algorithms OptTemp defined in [11]. In

### TABLE I

**RESULTS FROM THE EXAMPLE FOR DIFFERENT SPEED ASSIGNMENTS.**

<table>
<thead>
<tr>
<th>Cores</th>
<th>Speed (GHz)</th>
<th>Temperature (K)</th>
<th>Lifetime ($10^{10}$)</th>
<th>Speed (GHz)</th>
<th>Temperature (K)</th>
<th>Lifetime ($10^{10}$)</th>
<th>Speed (GHz)</th>
<th>Temperature (K)</th>
<th>Lifetime ($10^{10}$)</th>
<th>Speed (GHz)</th>
<th>Temperature (K)</th>
<th>Lifetime ($10^{10}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>356.7</td>
<td>2.24</td>
<td>1.11</td>
<td>364.7</td>
<td>1.02</td>
<td>1.08</td>
<td>362.1</td>
<td>1.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>375.2</td>
<td>0.61</td>
<td>0.88</td>
<td>364.7</td>
<td>1.64</td>
<td>0.91</td>
<td>367.0</td>
<td>1.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>368.2</td>
<td>0.98</td>
<td>0.93</td>
<td>364.7</td>
<td>1.46</td>
<td>0.95</td>
<td>365.7</td>
<td>1.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>359.7</td>
<td>1.80</td>
<td>1.08</td>
<td>364.7</td>
<td>1.09</td>
<td>1.06</td>
<td>362.9</td>
<td>1.29</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
cores on the chip. For a $4 \times 2$ dimension two
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For fixed-core structures, we fix the chip size, in which

For fixed-chip structures, we choose Algorithm OptTemp as the baseline, in which the normalized lifetime of an algorithm for an input instance is defined as the system lifetime of the solution of the algorithm divided by the system lifetime of the solution of Algorithm BalPower. We compare the normalized lifetime for Algorithm OptTemp and Algorithm OptLife. Moreover, as Algorithm OptTemp is, most of time, better than Algorithm BalPower (we will show later), to see how much improvement of Algorithm OptLife in comparison with Algorithm OptTemp, we use Improvement Ratio defined as the system lifetime of the solution of Algorithm OptLife divided by that of Algorithm OptTemp.

**A. Experiment Setup**

Figure 1 describes the method used to obtain the steady state power and temperature and system lifetime for a given minimum processor speed. The floor plan of the multicore system is first fed into HotSpot simulator [28]. The output of HotSpot is the thermal RC circuit, which together with the dynamic/static power consumption models is then fed into the non-linear solver to output the speed assignment. The non-linear solver applies either Algorithm BalPower, Algorithm OptTemp, or Algorithm OptLife, to derive the speed assignment for a given input and then the corresponding system lifetime in the steady state.

We simulated two types of chips, says fixed-core structure and fixed-chip structure. For the fixed-core structure case, we take the single-core Alpha 21264 EV6 floorplan from [28], scale its dimensions to a fixed size. We simulate chips with 4 cores and 8 cores for the fixed-core structure study. For the $2 \times 2$ chip with 4 cores in such a structure, we dimension 4 cores on the chip. For a $4 \times 2$ with 8 cores in such a structure, we dimension two $2 \times 2$ blocks by doubling the chip width. For the fixed-chip structure, we fix the chip size, in which the sizes of the cores are scaled to fit into the chip size. For a given floorplan, HotSpot [28] computes the equivalent thermal RC circuit. The corresponding thermal parameters are determined based on the layout. The ambient temperature in the simulations is assumed as 30 °C, in which all the other thermal parameters are based on HotSpot default settings. We use the default settings of spreaders and heat sink in HotSpot for cooling.

To evaluate the impact on the power consumption functions, we use different power consumption settings in our simulations. We fix the dynamic power consumption as $\alpha \text{Watt}$ at 1GHz. The power consumption function is $\alpha(\frac{s_j}{T_{\text{min}}})^3 + 10 + 0.02T_j$ Watt in our simulations, where $s_j$ is the speed of Core $j$ and $T_j$ is the temperature of Core $j$. By adopting the reliability parameters in [22] and [26, Page 5], for Core $j$, we use $Q_j = 0.84\text{eV}$ and $\kappa_j = 8.62 \times 10^{-3}\text{eV/atom/K}$ in our simulations, where $\sigma_j$ and $F_j$ are both assumed to be constants $\sigma$ and $F$, respectively. As we are interested in the comparison between the evaluated algorithms, the constants $F$ and $\sigma$ could be any fixed numbers, and the results are the same.

By varying different parameters, we evaluate the performance of Algorithms BalPower, OptTemp, and OptLife. To demonstrate the performance between these algorithms, we choose Algorithm BalPower as the baseline, in which the normalized lifetime of an algorithm for an input instance is defined as the system lifetime of the solution of the algorithm divided by the system lifetime of the solution of Algorithm BalPower. We compare the normalized lifetime for Algorithm OptTemp and Algorithm OptLife. Moreover, as Algorithm OptTemp is, most of time, better than Algorithm BalPower (we will show later), to see how much improvement of Algorithm OptLife in comparison with Algorithm OptTemp, we use Improvement Ratio defined as the system lifetime of the solution of Algorithm OptLife divided by that of Algorithm OptTemp.

**B. Evaluation Results**

For fixed-core structures, Figure 2 presents the simulation results by varying the minimum aggregate processor speed $s_{\text{min}}$ with $\alpha = 30$. Figure 2(a) (Figure 2(b), respectively) is for 4 (8, respectively) cores. As we use the same settings on heat sinks, when there are more cores in the chip, it is, in general, more difficult to dissipate heat. Moreover, when the minimum aggregate processor speed requirement is larger, applying Algorithm BalPower leads to speed assignments with very unbalanced temperatures among these cores. Therefore, normalizing peak temperature by applying Algorithm OptTemp when $s_{\text{min}}$ is larger reduces the peak temperature significantly, and, hence increases the system lifetime as well as the normalized lifetime. However, it is noticed that Algorithm OptTemp is not always better than Algorithm BalPower. When $s_{\text{min}} \leq 4$ in Figure 2(a), as the temperature variance among these 4 cores is not significant, the current density $I_j(t)\text{[A]}$ plays a more important rule, and, hence, Algorithm BalPower derives better solutions. Algorithm OptLife, proposed in this paper, outperforms Algorithm BalPower and Algorithm OptTemp for all cases. The normalized lifetime of Algorithm OptLife in Figure 2 ranges from 1.05 to 1.2 for 4 cores and from 2.1 to 5.2 for 8 cores. Moreover, as $s_{\text{min}}$ increases, the normalized lifetime of Algorithm OptLife also increases, in which the reason is the same as that for Algorithm OptTemp. However, when $s_{\text{min}}$ is larger, the system lifetime maximization is highly related to the peak temperature. Therefore, Algorithm OptTemp has benefit when $s_{\text{min}}$ is large, in which improvement ratio of Algorithm OptLife decreases when $s_{\text{min}}$ increases. In Figure 2, Algorithm OptLife improves the system lifetime of Algorithm OptTemp by 8% to 15% for 4 cores and by 45% to 55% for 8 cores.

For fixed-chip structures, Figure 3 presents the simulation results by varying the minimum aggregate processor speed $s_{\text{min}}$ with $\alpha = 30$. Note that the core size is smaller than the...
studied case in Figure 2, which implies that these cores are easier to be heated up. However, as $\alpha = 4$GHz ($s_{\text{min}} = 8$GHz, respectively) for 4 (8, respectively). Similar to the analysis in the previous paragraph for Figure 2, as $\alpha$ increases, the cores generate more heat, and, hence, the normalized lifetime increases for both Algorithm $\text{OptTemp}$ and Algorithm $\text{OptLife}$. The results for improvement ratio are similar to that in Figure 2(c) and Figure 2(d) for 4 cores and 8 cores, respectively, and, are omitted here.

Fig. 2. Simulation results by varying $s_{\text{min}}$ for fixed-core structures.

Fig. 3. Simulation results by varying $s_{\text{min}}$ for fixed-chip structures.

VI. CONCLUSION

In this paper, we investigated the thermal-aware lifetime reliability issues in multicore systems, where the system lifetime is determined by the shortest lifetime among the cores. In multicore systems, some cores might age much faster and die earlier than the others, which becomes the reliability bottleneck, in particular for embedded systems. We have shown that either balancing power consumption or minimizing the peak temperature among cores is not sufficient to optimize the system lifetime. For this, we proposed an algorithm to derive an ideal speed assignment in order to maximize the system lifetime of multicore systems while maintaining a given aggregate processor speed. We performed comprehensive experiments on several multi-core platforms, which show that the proposed method can significantly outperform the existing approaches by either balancing power consumption or minimizing the peak temperature among cores. In our experimental results, our approach improves the system lifetime of existing approach for minimizing the peak temperature by 8% to 55%, and improves the naive approach for balancing power consumption among cores very significantly.
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